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ABSTRACT 
 
 

 

This research work focuses on a spontaneous fault detection (FD) and fault classification (FC) 

system based on a machine learning approach. Upon normalizing the data, a machine learning 

algorithm was used as the classifier. In the contemporary world, machine learning (ML) is 

extensively used in every aspect of life. 

In this work, primarily two different machine learning models Random Forest and Naive Bayes 

have been proposed for fault detection and fault classification purposes through training and 

by comparing their accuracies. The method achieved fault detection accuracies of 85.7% and 

80.61% for the Random Forest and Naive Bayes respectively. Random Forest and Naive Bayes 

are two widely used algorithms with distinct characteristics. By comparing, it has been observed 

the Random Forest model demonstrates a shorter processing time and reduced computational 

complexity. 

Transmission line faults present significant challenges to the reliability and stability of power 

distribution systems. In this abstract, we explore the application of the Random Forest algorithm 

for fault analysis in transmission lines such as 1L-G, 2L-G, and 3L-G faults. Random Forest, a 

powerful ensemble learning technique, offers a data-driven fault detection and classification 

approach. By leveraging historical fault data and system parameters, Random Forest 

demonstrates robust performance in accurately identifying various faults and providing insights 

into fault patterns and relationships. Through analysis, this abstract highlights the efficacy of 

Random Forest in enhancing fault analysis accuracy and efficiency, thereby contributing to the 

improvement of power transmission reliability and resilience. The waveform of different kinds 

of faults obtained from the Random Forest algorithm was observed and analyzed. 

https://www.sciencedirect.com/topics/engineering/extreme-learning-machine
https://www.sciencedirect.com/topics/engineering/classification-accuracy
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CHAPTER-1 

INTRODUCTION 

 

 
1.1 GENERAL 

To provide stability and a continuous supply of power, the detection and classification of faults 

in the transmission lines (TLs) are important in this modern age. It is required to remove a 

faulty section from a healthy section to provide safety and minimize power loss due to the fault. 

Faults affect the reliability of the power system network. The frequency and degree of faults 

determine the downtime (outage time) of a power system network. The more frequent fault 

occurs, the less reliable the power system is. To ensure a high degree of reliability and to 

provide quality service at a reduced cost to consumers, protection, and control of fault are 

required. Successful protection and regulation of faults in the power system demand adequate 

knowledge and analysis of faults. 

In the current era of industry, the electrical power demand is increasing continuously. To fulfill 

the demand, the number of power generation units is also increasing. All these units are 

connected through a complex power system network (PSN), which has three major 

components: power generation, transmission, and distribution. Power is transferred from one 

place to another place through the transmission lines. Reliable and stable operation of the power 

system is essential to minimize its impacts on industry, business, transportation, and domestic 

sectors. Any fault in the power system can cause major disruption causing significant financial 

loss. Hence, uninterrupted and secured power transmission is vital to ensure a country's 

economic activities. 

Power outages occur due to different reasons such as transmission line insulation breaks, 

thunderstorms, equipment failure, human intervention, animal interference, fallen trees, and so 

on. Transmission lines are short-circuited due to these reasons and make the power system 

unstable. A huge amount of power is lost during a short-circuit fault. To provide stability, it is 

necessary to detect the fault type and its physical location accurately. Afterward, the faulty 

section must be removed from the healthy section to guarantee a smooth flow of power. 

In real-life scenarios, a relay and circuit breaker perform this operation. However, actuating 

the relay is time-consuming and this operation can be made faster using machine learning 

https://www.sciencedirect.com/topics/engineering/power-generation
https://www.sciencedirect.com/topics/engineering/power-engineering
https://www.sciencedirect.com/topics/engineering/power-outage
https://www.sciencedirect.com/topics/engineering/circuit-breaker
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(ML). Using available fault data such as fault voltage and current the ML model can be trained 

to identify and classify the faulty cases. Hence, in the area of power systems, researchers have 

focused on detecting and classifying faults using different Deep Learning (DL) and ML 

algorithms. 

The transmission line is the most crucial part of the power system. The requirement of power 

and its allegiance has grown exponentially over the modern era, and the prominent role of a 

transmission line is to transmit electric power from the source area to the distribution network. 

The electrical power system consists of so many complex dynamic and interacting elements 

that are always prone to disturbance or an electrical fault. 

Normally, a power system operates under balanced conditions. When the system becomes 

unbalanced due to the failures of insulation at any point or due to the contact of live wires, a 

short–circuit or fault, is said to occur in the line. Faults may occur in the power system due to 

several reasons like natural disturbances (lightning, high-speed winds, earthquakes), insulation 

breakdown, falling off a tree, bird shorting, etc. 

 

 

 

1.2 THE PROBLEMS OF THE TRADITIONAL POWER SYSTEM 

 

 
In traditional power systems, the stable operation of the power grid almost entirely relies on 

reports provided by personnel. When unexpected faults occur in the power system, this method 

cannot efficiently and quickly repair the faults, nor does it provide analysis and summary of 

the accident causes. Additionally, it fails to accurately locate the fault positions. Therefore, it 

can be seen that there are problems in the traditional operation of the power system identified 

as: 

I. The low perception rate of faults; 

II. The lack of correct understanding of local distribution network faults; 

III. Slow location analysis and a lack of comprehensive analysis of related power 

outages and faults; 

IV. Ultimately, low maintenance efficiency, difficulty in locating faults, slow repair 

progress, and high human resource consumption. 

https://www.sciencedirect.com/topics/engineering/deep-learning
https://www.sciencedirect.com/topics/engineering/machine-learning-algorithm
https://www.sciencedirect.com/topics/engineering/machine-learning-algorithm
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1.3 LITERATURE REVIEW 

 

 

Bikash et. al [7] used Wavelet Packet Entropy (WPE) and a Radial Basis Function Neural 

Network (RBFNN) for the detection, classification, and estimation of fault location at any 

random position on a transmission line for both types of low and high fault impedances, 

RBFNN’s output layer outputs for classification and estimation of fault location, while its input 

layer has 12 inputs. The activation function has been proposed to be the Gaussian radial basis 

function. About 98% of faults were correctly classified. However, one of the single line(AG) 

faults had an accuracy of roughly 93%, and for other faults as well, the accuracy varied from 

fault to fault. 

P. Balakrishnan et. al [6] introduced a DWT-based algorithm for overhead lines. DWT was 

employed with “db6” as the mother wavelet. A ground threshold value served as the basis for 

the classification procedure. Issues can be discovered by receiving fault information along the 

entire transmission system, from the regional terminal end to the initial terminal end. All eleven 

categories of TL faults were detected, classified, and located using DWT to identify the signal, 

extract the detail coefficient, and then locate the faults. The threshold value used for 

classification varies with different systems. 

Shahriar et. al 8] offered an unsupervised framework based on a Capsule Network (CN) for 

identifying and categorizing TL defects. It was done using a sparse filtering extension to CN. 

By actively learning the critical defect characteristics, the capsule network with sparse filtering 

(CNSF) improves model performance without needing a substantial amount of information. 

The proposed technique acquires cycle post-fault three-phase data and decodes it into a single 

image, which is the feed of the considered CNSF model. Four distinct topologies were used to 

support the proposed CNSF model’s efficacy. However, it was not consistent in the analysis 

because of the diversity in transmission line topologies, system parameters, and operating 

conditions. 

Daniel et.al [9] studied a fault selection system for double-circuit transmission lines using 

various learning techniques. The suggested method preprocesses the transmission line’s raw 

data using the Discrete Fourier Transform (DFT) before feeding it to the learning algorithm, 

which uses a training period to identify and categorize any faults. Then, using simulations, the 

effectiveness of various machine learning algorithms was numerically compared. In the 

comparison, an accuracy of 98.47% was found to be achieved by an artificial neural network 
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(ANN). The ANN method’s shortcomings include its inability to produce results that can be 

explained and its lack of robustness to noisy measurements. 

Pathomthat et. al [10] analyzed faults in a transmission line and high-voltage capacitor banks 

using DWT. The findings showed that when compared to failures occurring in a capacitor bank, 

the features of system parameters in the event of transmission line faults are distinct. DWT was 

also used to resolve the disagreement between system characteristics in cases when failures 

occurred in both a single capacitor bank and two capacitor banks linked in a back-to-back 

topology. However, the method cannot be applied to complex networks. 

Nguyen et. al [11] created a hybrid approach based on machine learning (ML) techniques to 

recognize, categorize, and find electrical defects on transmission lines. First, characteristics 

from the current or voltage signals were extracted using the WT approach. Eleven coefficients 

were created by decomposing the extracted signals. The data of various fault kinds were 

transformed into an RGB image, and these coefficients were calculated according to the energy 

level. Second, the fault is classified using the Google Net model, and the fault’s location is 

suggested using the Convolutional Neural Network (CNN) method. 

Yann Qi Chen et. al [3] used a Summation-Wavelet Extreme Learning Machine (SW-ELM) is 

an ML method that incorporates feature extraction in the learning process to offer an integrated 

framework integrating fault classification and location. Additionally, the summation-Gaussian 

extreme learning machine (SG-ELM), which was proposed and successfully applied to 

transmission line fault diagnosis, was developed as an extension of the SW-ELM. Due to its 

comprehensive self-learning capabilities and lack of ad hoc feature extraction requirements, 

SG-ELM may be deployed with the least amount of expert subjectivity. However, it was 

unaffected by changes in the fault inception angle. 

Mou Fa Guo et. al [5] used the HHT band-pass filter to create the time-frequency energy matrix 

from the recorded fault waveform. For fault classification, a CNN-based technique for image 

similarity identification is utilized. The nonstationary and nonlinear signal can be analyzed 

using the HHT. The Hilbert transform and the empirical mode decomposition (EMD) are its 

two component phases. The original fault voltage and current signals are divided into a number 

of Intrinsic Mode Functions (IMF) using the EMD. Then, each IMF is subjected to the Hilbert 

transform, yielding the time-frequency plot of the fault signals. However, accuracy is poor for 

B-G faults in noisy environments. Additionally, the distribution generator access affects the 

accuracy rate for two-phase short circuits. 
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Fezan et. al [12] suggested a technique that uses Long Short Term Memory (LSTM) units 

acting directly on operational information rather than characteristics. The method employs the 

temporal sequence of the operational information of the power network to build an “end-to- 

end” model. End-to-end learning eliminates the requirement for time-consuming feature 

extraction by learning directly from the labeled datasets. This quickens decision-making. 

Ji Han et. al [14] suggested a unique diagnosis model for power systems reduce the need for 

constant model modification effort when the system topology changes. The gradient 

similarities among the multichannel electrical signals were first converted to the visible 

similarity pictures, which were then given to the neural network. This data preprocessing 

method uses gradient computation and similarity evaluation. Then the CNN used Spatial 

Pyramid Pooling (SPP) and Hashing Classifier (HC). Even when there are topological changes 

in the power systems, the fault-diagnosis model’s structure can be kept constant with the help 

of the SPP and HC approaches. But the accuracy seems to drop with noise. 

Yanhai Wang et.al [15] used a quality-aware fine-grained-based image classification for 

transmission line fault detection. This method was used to detect the fault zone. The technique 

uses wavelet-based support vector machines and quality-based discriminative feature 

extraction to extract the characteristics of line currents by leveraging Fast R-CNN-based image 

samples decomposition, where the quality module is used to select the most discriminative 

regions. The retrieved features are then used to train an SVM to identify the issue. The 

suggested method didn’t work well for the L-G fault. 

Arash et. al [16] used Frequency Response Analysis (FRA) to assess the effects of impedance 

and to identify the fault location when a fault occurs. Since the interpretation of FRA is weak, 

Convolutional Long short-term Memory was proposed to extract the features of frequency 

response curves for each fault. 

Yanhui Xi et. al [17] developed a fault classification method based on SA-MobileNetV3. The 

method is similar to image recognition. The three-phase current and voltage signals are 

transformed into two-dimensional images based on Continuous Wavelet Transform (CWT). 

Then the proposed method is used in classifying the faults. 

Praveen et. al. [13] customized CNN for fault classification in the distribution networks with 

DGs. The developed model doesn’t need any preprocessing, which makes it efficient during 

the testing period. 
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1.4 BENEFITS OF AI-BASED FAULT DETECTION 

 

 
Recent developments have involved combining the relative powers of AI techniques to solve 

power system problems. Because of the nature of various types of power system problems 

different types of solutions may be required. The real-world power system problems may 

neither fit the assumption of a single AI technique nor be effectively solved by the strengths 

and capabilities of a single AI technique. By leveraging AI algorithms and machine learning 

techniques, historical data and patterns can be analyzed to forecast potential faults before they 

occur. While fault detection is crucial, fault prediction takes it a step further by enabling 

proactive measures to prevent failures. 

Fault prediction provides the following benefits: 

 
1. Minimizing Downtime: Predicting faults allows for scheduled maintenance and repairs, 

minimizing unplanned downtime and its associated costs. By identifying emerging issues in 

advance, necessary actions can be taken to prevent system failures, ensuring continuous 

operation 

2. Optimal Resource Allocation: Fault prediction enables effective resource planning. By 

anticipating potential faults, maintenance personnel, spare parts, and tools can be allocated 

efficiently, reducing unnecessary expenses and optimizing resource utilization. 

3. Cost Reduction: Early fault prediction helps in reducing maintenance costs. Rather than 

performing routine or reactive maintenance, resources can be directed specifically toward the 

areas that are most likely to experience faults. This targeted approach saves time, effort, and 

expenses associated with unnecessary inspections and repairs. 

4. Enhanced Safety: Fault prediction contributes to enhanced safety in technical systems. By 

identifying potential risks and faults in advance, appropriate measures can be taken to mitigate 

these risks, ensuring the safety of personnel and minimizing the chances of accidents or 

hazardous situations 

5. Improved Performance: Proactively addressing faults based on prediction models improves 

system performance. By preventing failures, the system can operate optimally, meeting 

operational requirements and delivering consistent results. 
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6. Increased Reliability: AI-driven fault prediction helps organizations maintain high-quality 

operations, leading to enhanced reliability and customer satisfaction. 

7. Data-Driven Decision-Making: AI systems analyze large volumes of data to provide 

actionable insights, enabling informed decision-making and long-term planning. 

 

 

 

1.5 CHALLENGES AND ISSUES 

 

 

Some of these challenges and issues associated with fault detection and prediction are: 

 
1. Data quality: AI algorithms rely heavily on data to learn and make predictions. It is important 

to ensure that the data used is accurate, complete, and representative of the system being 

monitored. 

2. Model complexity: AI models can be very complex, which can make it difficult to 

understand how they are making predictions. This can be a challenge when trying to diagnose 

faults or understand why a particular prediction was made. 

3. Model training: AI models require training to learn from data. This can be a time-consuming 

and resource-intensive process, particularly if the data is complex or the model is large. 

4. Model validation: Once an AI model has been trained, it is important to validate its 

performance on new data. This can be challenging, as it requires a large amount of data that is 

representative of the system being monitored. 

5. Interpretability: AI models can be difficult to interpret, which can make it challenging to 

understand why a particular prediction was made. This can be a problem when trying to 

diagnose faults or understand how the system is behaving. 

6. False positives and false negatives: AI models can produce false positives (predicting a fault 

when there is none) or false negatives (failing to predict a fault when there is one). This can be 

a problem if it leads to unnecessary maintenance or missed faults. 

 

 
Therefore, this literature review highlights machine learning-based of Fault detection (FD) and 

fault classification (FC) methods. In the work, Random Forest and Naïve Bayes have been 
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proposed for training to identify various types of faults and provide insights into fault patterns 

and, relationships. 

 

 
1.6. PROJECT OBJECTIVES 

 

1. To develop an AI-based model for fault detection in the transmission line 

2. To compare the efficacy between the selected Random Forest and Naive Bayes model. 

3. To observe and analyze different kinds of faults observed from the proposed algorithm. 
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CHAPTER-2 

MACHINE LEARNING FOR FAULT DETECTION 
 
 

 

 
Deriving from the importance of determining the fault, we illustrate an artificial intelligence 

method to analyze and solve the problem. Recent studies have demonstrated the effectiveness 

of artificial intelligence in many fields, including but not limited to marketing, banking, power 

systems, health care, and so forth. Among the well-known methods in artificial intelligence is 

machine learning. 

Machine Learning: 

 
Machine learning refers to the use of artificial intelligence that offers systems the capacity to 

robotically learn and advance from experience devoid of being overtly programmed. More 

specifically, machine learning focuses on the advancement of computer programs that can 

obtain data and use these data to learn in a self-reliant way. The aim of machine learning is to 

comprehend the structure of the data and use them to construct models that can be 

comprehended and used by humans. While machine learning is a subdivision of computer 

science, it differs from conventional computational strategies. In conventional computing, a 

programmer sets specific algorithms of clearly programmed instructions used by computers to 

solve a problem. Instead, machine learning has algorithms that permit computers to learn from 

data inputs and to use statistical analysis to produce values within a particular range. For that 

reason, machine learning enables computers to develop models from sample data and to make 

decisions based on the obtained data inputs. In the present-day world, machine learning has 

many and varied practical applications. For instance, machine learning is applied in the facial 

recognition technology used in social media sites to assist users in tagging themselves and their 

friends on 45 photos. Moreover, the optical character recognition (OCR) system enables the 

conversion of text images into movable types. Furthermore, machine learning technology is 

also used in the navigation of self-driving automobiles to navigate the roads. In fact, due to the 

changes that require higher efficacy and efficiency in manufacturing, custom execution of 

algorithms is normally needed for production systems. Firms are continually looking for 

systems that are faster, better, and require less effort to operate and have lower costs of 

production. Using machine learning tools helps businesses achieve higher revenue. 

Importantly, executing algorithms helps to enhance the skills necessary to find these solutions. 
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Machine learning technology is also used in electrical power systems–more specifically, in 

power transmission, generation, and maintenance. Accordingly, power firms widely use the 

statistical and discovery methods of machine learning for pre-emptive maintenance. Among 

other applications, machine learning systems and methods are used to convert historical data 

from electrical data into predictive models. Furthermore, machine learning can be used to 

generate transformer rankings, cable, and feeder failure rankings, as well as to compute the 

mean time between failure estimations. Machine learning also has interfaces for business 

management that allow for a direct incorporation of prediction ability into decision support and 

corporate planning. Machine learning is also beneficial in the maintenance operations of power 

companies. Interestingly, it assists in fixing a problem proactively, instead of fixing an issue 

when it has already occurred. Said differently, machine learning makes it possible to prevent 

failures, rather than to cope with their consequences, such as cascading failures, fires, and 

expensive emergency repairs. A major requirement for a machine learning algorithm is data 

analysis. In fact, data analysis is the prerequisite for beginning a machine learning algorithm. 

Data analysis is a process of data collection, cleaning, aggregating, visualizing, and exploring. 

All these processes help in making appropriate predictions and acquiring data from flat files, 

spreadsheets, and databases, conducting exploratory data analysis (EDA), data reshaping, and 

data visualization. Furthermore, data exploration involves pursuing correlations, determining 

the missing content, and visualizing. The building of models also includes visualization of the 

results, development of model diagnostics, and residual diagnostics. The machine learning 

algorithms can use the models to predict the future. Machine learning algorithms also require 

an understanding of Python codes and R codes and how to operate them. To this end, Panda’s 

library, which is useful for reshaping and aggregating the data, and Matplotlib library, which 

is important for data visualization, are frequently used. Similarly, the Seaborn library can be 

used for advanced analytical processes. Several basic data visualization techniques include bar 

charts, histograms, heat maps, and scatterplots. At this stage, the selection of the algorithm is 

implemented. A researcher should be specific in the selection of the type and class of algorithm, 

as well as in the description of the system to execute. The next step of selecting a set of 

problems to validate and test the execution of the algorithm is available. Finally, the results of 

the performance of the built algorithm are evaluated based on several parameters, such as 

precision, F1-score, and recall for further detail. 



22  

2.1 RANDOM FOREST CLASSIFIER 

 
Random Forest is an ensemble learning method for classification, regression, and other tasks 

that operates by constructing a multitude of decision trees at training time. For classification 

tasks, the output of the Random Forest is the class selected by most trees. For regression tasks, 

the mean or average prediction of the individual trees is returned. Random decision forests 

correct for decision trees' habit of overfitting to their training set. Random Forest is used on the 

job by data scientists in many industries including banking, stock trading, medicine, and e- 

commerce. It’s used to predict the things that help these industries run efficiently, such as 

customer activity, patient history, and safety Random Forest is used in banking to detect 

customers who are more likely to repay their debt on time. It’s also used to predict who will 

use a bank’s services more frequently. They even use it to detect fraud. 

 

Stock traders use Random Forests to predict a stock’s future behavior. It’s used by retail 

companies to recommend products and predict customer satisfaction as well. Scientists in 

China used Random Forest to study the spontaneous combustion patterns of coal to reduce 

safety risks in coal mines. In healthcare, Random Forest can be used to analyze a patient’s 

medical history to identify diseases. Pharmaceutical scientists use Random Forest to identify 

the correct combination of components in a medication or predict drug sensitivity. Sometimes 

Random Forest is even used for computational biology and the study of genetics. 

 

The most convenient benefit of using Random Forest is its default ability to correct decision 

trees’ habit of overfitting to their training set. Using the bagging method and random feature 

selection when executing this algorithm almost completely resolves the problem of overfitting 

which is great because overfitting leads to inaccurate outcomes. Plus, even if some data is 

missing, Random Forest usually maintains its accuracy. Random Forest is much more efficient 

than a single decision tree while performing analysis on a large database. On the other hand, a 

Random Forest is less efficient than a neural network. A neural network, sometimes just called 

a neural net, is a series of algorithms that reveal the underlying relationship within a dataset by 

mimicking the way that a human brain thinks. A neural network is more complicated than 

Random Forests but generates the best possible results by adapting to changing inputs. Unlike 

neural nets, Random Forest is set up in a way that allows for quick development with minimal 

hyper-parameters (high-level architectural guidelines), which makes for less set-up time. 

https://en.wikipedia.org/wiki/Ensemble_learning
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Decision_tree_learning
https://en.wikipedia.org/wiki/Overfitting
https://en.wikipedia.org/wiki/Test_set
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There aren’t many downsides to Random Forest, but every tool has its flaws. Because Random 

Forest uses many decision trees, it can require a lot of memory on larger projects. This can 

make it slower than some other, more efficient algorithms. Sometimes, because this is a 

decision tree-based method and decision trees often suffer from overfitting, this problem can 

affect the overall forest. This problem is usually prevented by Random Forest by default 

because it uses random subsets of the features and builds smaller trees with those subsets. This 

can slow down processing speed but increase accuracy. 

 

 
Fig:1. Random Forest Classifier 

 
2.1.1 ADVANTAGES OF RANDOM FOREST CLASSIFIER: 

 
• Reduced risk of overfitting: Decision trees run the risk of overfitting as they tend to tightly 

fit all the samples within training data. However, when there’s a robust number of decision 

trees in a Random Forest, the classifier won’t overfit the model since the averaging of 

uncorrelated trees lowers the overall variance and prediction error. 

• Provides flexibility: Since Random Forest can handle both regression and classification 

tasks with a high degree of accuracy, it is a popular method among data scientists. Feature 

bagging also makes the Random Forest classifier an effective tool for estimating missing 

values as it maintains accuracy when a portion of the data is missing. 

• Easy to determine feature importance: Random Forest makes it easy to evaluate variable 

importance, or contribution, to the model. There are a few ways to evaluate feature 

importance. Gini importance and mean decrease in impurity (MDI) are usually used to 

measure how much the model’s accuracy decreases when a given variable is excluded. 

However, permutation importance, also known as mean decrease accuracy (MDA), is 
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another important measure. MDA identifies the average decrease in accuracy by randomly 

permutating the feature values in samples. 

 

 
2.1.2 DISADVANTAGES OF RANDOM FOREST CLASSIFIER: 

 
 

• Time-consuming process: Since Random Forest algorithms can handle large data sets, they 

can provide more accurate predictions, but can be slow to process data as they are 

computing data for each individual decision tree. 

• Requires more resources: Since Random Forests process larger data sets, they’ll require 

more resources to store that data. 

• More complex: The prediction of a single decision tree is easier to interpret when compared 

to a forest of them. 

 

 

 
2.2 NAIVE BAYES MODEL: 

 
Naive Bayes classifiers are a collection of classification algorithms based on Bayes’ Theorem. 

It is not a single algorithm but a family of algorithms where all of them share a common 

principle, i.e. every pair of features being classified is independent of each other. To start 

with, let us consider a dataset. One of the most simple and effective classification algorithms, 

the Naïve Bayes classifier aids in the rapid development of machine learning models with rapid 

prediction capabilities. 

Assumption of Naive Bayes: 

The fundamental Naive Bayes assumption is that each feature makes an: 

• Feature independence: The features of the data are conditionally independent of each 

other, given the class label. 

• Continuous features are normally distributed: If a feature is continuous, then it is 

assumed to be normally distributed within each class. 

• Discrete features have multinomial distributions: If a feature is discrete, then it is 

assumed to have a multinomial distribution within each class. 

• Features are equally important: All features are assumed to contribute equally to the 

prediction of the class label. 

• No missing data: The data should not contain any missing values. 
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2.2.1 TYPES OF NAIVE BAYES MODEL: 

There are three types of Naive Bayes Model: 

a. Gaussian Naive Bayes: 

In Gaussian Naive Bayes, continuous values associated with each feature are assumed to be 

distributed according to a Gaussian distribution. A Gaussian distribution is also called a 

Normal distribution When plotted, it gives a bell-shaped curve that is symmetric about the 

mean of the feature values. 

 
b. Multinominal Naive Bayes: 

Feature vectors represent the frequencies with which certain events have been generated by 

a multinomial distribution. This is the event model typically used for document 

classification. 

 
c. Bernoullie Naive Bayes: 

In the multivariate Bernoulli event model, features are independent Booleans (binary 

variables) describing inputs. Like the multinomial model, this model is popular for 

document classification tasks, where binary term occurrence (i.e. a word occurs in a 

document or not) features are used rather than term frequencies (i.e. frequency of a word in 

the document). 

 
2.2.2 ADVANTAGES OF NAIVE BAYES CLASSIFIER 

 

• Easy to implement and computationally efficient. 

• Effective in cases with a large number of features. 

• Performs well even with limited training data. 

 

2.2.3 DISADVANTAGES OF NAIVE BAYES CLASSIFIER 

 

• Assumes that features are independent, which may not always hold in real-world data. 

• Can be influenced by irrelevant attributes. 

• May assign zero probability to unseen events, leading to poor generalization. 

https://en.wikipedia.org/wiki/Normal_distribution
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CHAPTER-3 

METHODOLOGY 

 

 
 

3.1 PROCESS 

 

Data readily available from platforms like Kaggle involves choosing appropriate data from past 

substation records to predict various types of faults. This dataset comprises information on 

three-phase current and voltage. Subsequently, the dataset is split into two subsets: one for 

training the model and another for testing its performance. Typically, the majority of the data 

is allocated for training, with a smaller portion reserved for testing. The trained model's 

outcomes are then utilized to predict faults using an AI-driven Random Forest model. 

 

 

 

 

                                                             Fig:2 System Flow Diagram 
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3.2 EXPERIMENTATION 

 

The outputs comprise four variables A, B, C, and G. Of these, a value close to unity for any 

of the first three variables corresponds to the appropriate a, b, or c phases being faulty and a 

near unity value of G signifies that ground is involved in a fault. Example: 

 

Inputs - [Ia, Ib, Ic, Va, Vb, Vc] 

Ia = Current in line A 

Ib = Current in line B 

Ic = Current in line C 

Va = Voltage in line A 

Vb = Voltage in line B 

Vc = Voltage in line C 

• [G C B A] - Outputs 

• [0 0 0 0] - No-Fault 

• [1 0 0 0] - Ground Fault 

• [0 0 0 1] - Fault in Line A 

• [0 0 1 0] - Fault in Line B 

• [0 1 0 0] - Fault in Line C 

• [1 0 0 1] - LG fault (Between Phase A and Ground) 

• [1 0 1 0] - LG fault (Between Phase B and Ground) 

• [1 1 0 0] - LG fault (Between Phase C and Ground) 

• [0 0 1 1] - LL fault (Between Phase B and Phase A) 

• [0 1 1 0] - LL fault (Between Phase C and Phase B) 

• [0 1 0 1] - LL fault (Between Phase C and Phase A) 

• [1 1 0 0] - LG fault (Between Phase C and Ground) 

• [1 0 1 1] - LG fault (Between Phase B, C and Ground) 

• [1 1 0 1] - LG fault (Between Phase A, C and Ground) 

• [1 1 0 1] - LLG Fault (Between Phases A, B and Ground) 

• [0 1 1 1] - L Fault (Between all three phases) 

• [1 1 1 1] - LLLG fault (Three phase symmetrical fault 



28  

3.3 STEPS PERFORMED DURING EXECUTION: 

 

o Step 1: Import the Libraries 

o Step 2: Getting to Visualizing the line fault prediction data 

o Step 3: Assigning proper labels to each fault type based on the combination values of the 

values of G, C, B, A 

0000 = No fault 

 

1001 = Line A to ground fault 

0110= Line B to line C fault 

1011= Line A line B to ground fault 

0111= Line A line B line C fault 

1111= Line A line B line C to ground fault 

 

o Step 4: Each label is mapped to a number. 
 

E.g. Line A line B line C fault is represented by :0 

Line A line B line C to ground fault :1 

Line A line B to ground fault:2 

Line A to ground fault :3 

Line B to line C fault: 4 

No fault:5 

o Step 5: Set two variables X and Y. Eg X for input values (Va, Vb, Vc, Ia, Ib, Ic) and Y 

for the target variable. 

o Step 6: Creating a Training and a Test dataset for fault Prediction in the transmission 

line. 

o Step 7: Construct the Random Forest model for fault prediction. 

o Step 8: Construct the Naive Bayes model for fault prediction. 

o Step 9: Comparing the accuracy of these two models. 

o Step 10: Final fault prediction using Random Forest algorithm. 
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3.4 DATASET USED FOR FAULT DETECTION 

The power department provided the raw, real-time data. There are some examples of 5 sets of 

three-phase voltage and current parameters which are input for the trained model to obtain 

corresponding output results as demonstrated in Table 1. 
 

 

Table 1: Data for various kinds of fault 



30  

 

CHAPTER-4 

RESULTS AND DISCUSSION 

 

To identify faults, training, and testing have been carried out in python with data sets for various 

fault levels. In the Random Forest model, training accuracy is 85.7 % and Naïve Bayes model 

accuracy is 80.61 %. The results indicate that Random Forest gives a higher level of accuracy. 

Table 2 & Table 3 show the accuracy of the proposed algorithm at different levels of fault. The 

results indicate a high accuracy of more than 80 % using the Random Forest model. Therefore, 

in the present work, the Random Forest model has been used for fault detection and 

classification in transmission lines. 

 

 
4.1 RESULT WITH RANDOM FOREST METHOD: 

 

 
 

 

 
 

Fig:3. Confusion matrix for Random Forest model 
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Table 2: Classification report for Random Forest model 

 
4 .2 RESULT WITH NAIVE BAYES METHOD: 

Fig:4. Confusion matrix for Naive Bayes model 
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Table 3. Classification report for Naive Bayes model 

 

 

 

 

 

 

 
4.3 RESULT OUTPUT OF VOLTAGE AND CURRENT DURING VARIOUS FAULT 

 

 
Figures (5-18) show an example of the current and voltage waveforms when the system 

experiences various fault connections, where blue, red, and green lines represent each of the 

phases. This shows that during a fault event, the current is very large, and the voltage becomes 

smaller for a short amount of time. The fault categorization technique is separated into three 

steps. First, the signal analysis method is used to process the voltage and current defect signals. 

Second, the properties of the processed signals are retrieved. The trained model receives the 

characteristics, and the classification outcomes are then obtained. To analyze voltage and 

current fault signals, the Random Forest algorithm is used. 
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Fig.5: Current waveform when fault has not occurred on either phase A, B, or C. 
 

 
 

 

 
Fig.6: Voltage waveform when fault has not occurred on either phase A, B, 

or C. 

 

 
Figure (5) and Figure (6) show the waveform of voltage and current when there is no fault on 

the transmission line. This indicates that fault has not occurred on either phase of the 

transmission line. The magnitude of the voltage was maintained at approximately 0.5 p.u. The 

magnitude of the current was maintained at approximately 100 amp. 
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Fig.7: Line to ground fault current 
 

 
 

 

 

Fig.8: Line to ground fault voltage 

 

 
Figure (7) and Figure (8) show the waveform of current and voltage when a fault occurs 

between Phase A and the ground. During this period of fault occurrence, there was a distortion 

in the waveform of the voltage and current, as can be seen in Fig (7) and Fig (8). The magnitude 

of the voltage is very small in phase A which is approximately less than 0.5 p.u. The magnitude 

of the current is very high in phase A which is approximately 1000 amp. 
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Fig.9: Line-Line to ground fault current 
 

 

 

 

 

 

                                   Fig.10: Line-Line to ground fault voltage 

 

Figure (9) and Figure (10) show the waveform of current and voltage when faults occur 

between Phase A, phase B, and the ground. During this period of fault occurrence, there was a 

distortion in the waveform of the voltage and current, as can be seen in Fig (9) and Fig (10). 

The magnitude of the voltage is very small in phase A and phase B which is approximately less 

than 0.5 p.u. The magnitude of the current is very high in phase A and phase B which is 

approximately 1000 amp. 
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Fig.11: Line to Line fault current 

Figure (11) and Figure (12) show the waveform of current and voltage when faults occur 

between Phase A and Phase B. During this period of fault occurrence, there was a distortion in 

the waveform of the voltage and current, as it can be seen in fig (11) and fig (12). The magnitude 

of the voltage is very small in phase A and phase B which is approximately less than 0.5 p.u. 

The magnitude of the current is very high in phase A and phase B which is approximately 1000 

amp. 
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Fig.12: Line to Line fault voltage 
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Fig.13: Line-Line-Line fault current 
 

 
 

 

 

Fig.14: Line-Line-Line fault voltage 

 

 
Figure (13) and Figure (14) show the waveform of current and voltage when faults occur 

between Phase A, phase B, and Phase C. During this period of fault occurrence, there was a 

distortion in the waveform of the voltage and current, as can be seen in Fig (13) and Fig (14). 

The magnitude of the voltage is very small in phase A, phase B, and phase C which is 

approximately less than 0.5 p.u. The magnitude of the current is very high in phase A and phase 

B which is approximately 1000 amp. 
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Fig.15: Line-Line-Line ground fault current 
 

 
 

 

Fig.16: Line-Line-Line ground fault voltage 

 
Figure (15) and Figure (16) show the waveform of current and voltage when faults occur 

between Phase A, phase B, phase C, and the ground. During this period of fault occurrence, 

there was a distortion in the waveform of the voltage and current, as can be seen in Fig (15) 

and Fig (16). The magnitude of the voltage is very small in phase A phase B and phase C which 

is approximately less than 0.5 p.u. The magnitude of the current is very high in phase A phase 

B and phase C which is approximately 1000 amp. 
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Fig.17: Total fault current 
 

 

 

 

 

 

 

Fig.18: Total fault voltage 

 

 
Figure (17) and Figure (18) show the waveform of current and voltage when various kinds of 

faults occur between Phases. During this period of fault occurrence, there was a distortion in 

the waveform of the voltage and current, as can be seen in Figure (17) and Figure (18). The 

magnitude of the voltage is very small and the magnitude of the current is very high in phases 

when a fault occurs in the transmission line. 
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Fig.19: Pie chart for all fault 

 

 
The above figure shows the pie chart demonstration of various kinds of faults in transmission 

lines obtained from the previous data set. 
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CHAPTER-5 

CONCLUSION 

 

 

 
Based on the rapidly developing artificial intelligence technology, this thesis conducts real- 

time analysis of substation operation data, efficiently and quickly identifying the types of faults 

in the distribution network. Artificial Intelligence technology can improve the efficiency of 

grid analysis of real-time data, and at the same time more easily determine the fault type of the 

distribution network compared with the traditional method. 

The performance of a transmission line can be taken to a higher level. In terms of efficiency, 

stability, and fault analysis, our results demonstrated that the Random Forest shows a better 

performance than the Naive Bayes. Random Forest gives a satisfactory result with 86 percent 

accuracy in fault detection than the Naive Bayes model. 

The waveform of different kinds of faults obtained from Random Forest algorithm was 

observed and is discussed in this thesis such as L-G, L-L, L-L-G, L-L-L, and L-L-L-G fault. 

When a fault occurs in the transmission line the magnitude of the voltage is decreased and the 

magnitude of the current is increased as shown in the previous waveform. During this period 

of fault occurrence, there is a distortion in the waveform of the voltage and current. Also, a pie 

chart was represented to show different fault types using Random Forest. 

Additionally, a Python program was run to utilize a Random Forest classifier to detect faults. 

The program takes three-phase current and three-phase voltage as inputs, with the output 

interpreted through Python. By employing these inputs, the program demonstrates the ability 

to identify various fault types and classify them using a Random Forest classifier in Python. 
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