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Abstract 

With the emergence of social media and the internet, people are able to communicate and 

express their views and thoughts in a variety of ways. Thus, there is an enormous amount 

of opinionated data available that needs to be analyzed and interpreted. Sentiment analysis 

fulfills such needs. It is also known as opinion mining. This is a methodical procedure 

that discovers, extracts, quantifies and categorizes the subjective content of textual data. 

It is based upon information extraction, analysis of text, computational linguistics and 

natural language processing. Sentiment analysis is a way to figure out if any reviews are 

positive, negative or neutral. It uses techniques like reading text, understanding language 

and computational techniques to categorize them according to the relevant sentiment.  The 

goal is to understand how people feel about something by looking at reviews that are 

available in various platforms. This helps businesses, researchers and policymakers 

understand public opinion, customer satisfaction and make better decisions based on data. 

Overall, sentiment analysis helps us understand people's feelings and opinions mostly in 

the digital world. Sentiment analysis provides an understanding of how one feels, 

conveyed through writing. The majority of current research on sentiment analysis 

applications is focused on using machine learning and deep learning. Advanced deep 

neural networks and conventional machine learning techniques have both made a 

substantial contribution to the accuracy and scalability gains of sentiment analysis 

systems. 

This research work presents a comprehensive framework for interpreting sentiments in 

Assamese text. It covers novel approaches to numerical expression of words, the use of 

dictionaries to interpret emotional contexts and various computer programs for example-
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based learning. These advancements have a wide range of applications and aid in the 

understanding of Assamese sentiments. This research addresses preprocessing and 

modeling issues while offering a thorough method for sentiment analysis in Assamese 

text. Due to unavailability of any Assamese textual data, the first step in the research was 

to build an Assamese dataset customized for sentimental analysis. A novel approach for 

vectorizing textual Assamese data using TF-IDF is performed, with experimentation the 

mentioned approach shows meaningful outcomes. Lexicon named Assamese VADER, 

that is inspired by Bengali VADER and modified from English VADER is created to 

perform dictionary-based sentiment analysis of Assamese unstructured data. Its 

effectiveness in determining sentiment in Assamese texts is confirmed by experimental 

study. 

Further, supervised machine learning approach is adopted for sentiment analysis of 

structured Assamese review data. N-gram and TF-IDF feature extraction algorithms are 

integrated with Decision Tree, K-nearest neighbor, Multinomial Naive Bayes, Logistic 

Regression and Support Vector Machine classifiers. This method works well for 

classifying sentiment in a variety of Assamese text domains. Three deep learning models, 

Long Short-Term Memory (LSTM), Convolutional Neural Network (CNN) and hybrid 

LSTM-CNN model, are then presented. All of the proposed models, had shown accuracy 

rates higher than 98%, demonstrating their reliability at identifying complex sentiment 

patterns in Assamese text as compared to machine learning approaches. 

The sentiment analysis techniques presented in this thesis have the potential to enhance a 

number of Assamese natural language processing (NLP) tasks. Even with some 

difficulties like lack of proper dataset, lack of standard reference of computational system, 

there is still much scope for research in this field for Assamese language. It is desirable 
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to experiment with different deep learning models and increase the dataset in order to 

develop a flexible system that can be used in a variety of applications. Expanding the size 

of the Assamese dataset may improve the sentiment analysis methods that are offered and 

enable the use of more advanced computational strategies. The incorporation of deep 

learning models has enhanced system performance, indicating prospects for incorporating 

more advanced learning methodologies such as hybrid machine learning and transfer 

learning.  

 

(Chandana Dev) 
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1 

    Introduction 

 

“Sentiment is an attitude, thought, or judgment prompted by feeling”. 

Sentiments can be appropriately viewed as emotionally loaded opinions [1]. Sentiment 

Analysis or opinion extraction is the computational study of people’s opinions, attitudes 

and emotions towards an entity. It indicates the use of natural language processing, text 

analysis etc. to systematically identify, extract, quantify and study affective states along 

with subjective information of an entity. Sentiment analysis has a purpose to determine 

the attitude of a speaker, writer or other subject regarding some topic or the overall 

associated polarity or emotional reaction to a document [2]. The basic objective of 

sentiment analysis is to identify the sentiment expressed for an entity and then analyze it 

according to the polarity such as ‘positive’, ‘negative’, ‘neutral’ etc [3]. Computational 

techniques on different entities like Audio, Video, Images, and Texts are utilized by 

researchers to perform sentiment analysis. With an enormous data generated every day 

on the web, social media etc. analysis of sentiments and its associated applications have 

become a highly interesting topic to Natural language processing (NLP) researchers. With 

the rapid growth of textual data in multiple languages, sentiment analysis in multilingual 

data has opened a new research window to NLP researchers. 
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This chapter provides a brief introduction on sentiment analysis. Section 1.1 provides an 

overview of the thesis by first highlighting the importance of the problem being addressed 

and the motivation behind the research.  Problem statement is listed in section 1.2. 

Research objectives and research contribution are presented in sections 1.3 and 1.4 

respectively. Lastly, thesis organization is mentioned in section 1.5 

1.1 Motivation 

The method of examining user sentiment expressed in different forms such as text, audio, 

video or image is called Sentiment Analysis. People can now easily access the Internet 

and the digital revolution has led to a massive amount of user opinion data being shared 

on a variety of digital platforms. Nowadays, practically all businesses have an online 

presence and can be reached by customers with relative ease. Users are generating 

enormous amounts of opinion data in various forms on digital platforms. Online reviews 

have an impact on our daily decisions as well. Before making any decision, big or small, 

we usually seek feedback from others. Therefore, these online opinion data are crucial for 

any institution or organization that offers public services, directly or indirectly. These 

opinion data is viewed as raw materials that must be processed to be useful as they are 

typically available in large volumes and in an unstructured format. To understand the 

general sentiment of users, automatic sentiment analysis is becoming increasingly 

important for analyzing the polarity of written text reviews [4]. 

Analysis of textual data is no longer restricted to one or two languages. International 

languages like English, French, German etc and Indian languages like Bengali, Tamil, 

Oria, Kannada, Hindi etc, have been able to establish their existences in the field of NLP 

research for the last couple of years. Data scientists in this research area have moved into 
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multiple languages used across the globe. Very limited research work is made on the 

Assamese language, even though it is being one of the socially and culturally enriched 

languages of North-eastern India. Assamese is also a morphologically rich Indo-Aryan 

language mostly spoken mainly in the northeastern state of India, especially in Assam, 

where it is an official language, with around 14 million speakers [5]. In terms of social 

and cultural aspects, many literally and cultural works have been manually documented 

in this language for many hundred years. But at the same time, in terms of computational 

aspects, it is still in the stage of almost unexplored for NLP researchers. Due to very 

limited or no available online resources in terms of datasets, compared to the available 

standard dataset for other languages, Assamese language is still in a very primitive level 

of research. Lack of available resources has not attracted researcher to explore sentiment 

analysis in this language. Data scientists are investigating the possibilities of sentiment 

analysis in the socially and culturally rich Assamese language of northeastern India with 

limited computational resources on this language. Research on sentiment analysis in 

Assamese data is important because various online portals which includes social media 

forums such as Meta (previously known as Facebook) and X (previously known as 

Twitter) are flooded with text data written in this language. The motivation here is to 

develop some computation techniques for sentiment analysis in Assamese language, as 

the rapid progress in the use of this language on online platforms has made this the need 

of the art. Also, from literature assessment on sentiment analysis in Assamese language, 

it is observed that no such work in this area has been done. Thus, the main research 

objective of this project is to employ computational methods to make it easier to utilize 

NLP applications in the Assamese language in future.  
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1.2 Problem Statement 

In this work an attempt is made to develop computational techniques to perform SA in 

Assamese language. The work is divided in to three major tasks as mentioned below: 

• Dataset collection/Preparation in Assamese language for NLP applications. 

• Develop an appropriate approach to perform sentiment analysis with the 

collected/prepared dataset. 

• Design a suitable machine learning and deep learning model to detect accurate 

sentiments from Assamese texts.   

 

1.3 Research Objective 

Sentiment analysis is the process of finding and extracting subjective information from 

the input data with the use of text analysis, natural language processing and computational 

linguistics. This is extensively used to reviews and social media for various applications, 

ranging from marketing to customer service. In other words, it attempts to identify the 

writer's or speaker's attitude toward a subject or the document's overall contextual 

polarity. The attitude could be the author's assessment or judgment, their emotional state 

at the time of writing, or the intended emotional message.  

Every day, massive amount of data is generated from social networks, blogs and other 

media and they are all diffused in to the World Wide Web.  This large volume of  data 

contains very crucial opinion. The related information to these opinion can be used to 

benefit businesses and other aspects of commercial and scientific industries. Manual 

analysis and extraction of such useful information is time consuming and tedious. Hence, 
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fast computation technique in this regard is necessary. Sentiment Analysis is one such 

phenomenon which involves extracting sentiments or opinions from reviews provided by 

users about a particular subject, area or product. It is an application of natural language 

processing, computational linguistics, and text analytics to identify subjective information 

from source data. It clubs the sentiments in two categories like positive, negative or 

neutral. Thus, it determines the general attitude of the user associated to any topic or any 

context.  

Researchers have conceived different works in sentiment analysis in relation to multiple 

data sources. Sentiment analysis in Bengali language has reached almost equal milestones 

in comparison to English language. NLP tasks in English language is already explored in 

many dimensions. Assamese as a language being similar to Bengali, has been almost 

unexplored one in the same field of research. In terms of dataset, researchers have a very 

easy excess of Bengali language as Google translator is incorporated with the same. 

Whereas, this kind of accessibility has been made available in Assamese language very 

recently (12th may 2022). Very few datasets which can be considered as negligible, are 

actually available to do any primitive to advanced levels of NLP tasks in Assamese 

language. As literature of previous work suggests, there is no available sentiment lexicon 

like SentiWordNet which is already available in different Indian languages such as  

Hindi, Bengali and Nepali etc. This brings the requirement to build some computational 

techniques to do sentiment analysis in Assamese textual data. With this objective, the 

presented research work has aimed to explore the possibilities of this low resourced and 

much less explored language in NLP field. 
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1.4 Research contribution 

The major contribution of the proposed work reported in this thesis include the following: 

1. Development of a LEXICON based approach: Assamese VADER has been 

proposed by modifying the existing English VADER taking Bengali VADER as 

backbone. From the experimental analysis it has been observed that the proposed model 

works efficiently on Assamese texts. 

2. Vectorization of the input textual data: A novel approach to create TF-IDF vectors 

for Assamese Text has been proposed. A considerable number of experiments is 

performed throughout the process and significant result was found. 

3. Design Supervised Machine Learning model for Sentiment analysis: Multiple 

supervised Machine Learning based classifier, including Decision Tree, K-nearest 

neighbour, Multinomial Naive Bayes, Logistic Regression, and Support Vector Machine, 

combined with n-gram and Term Frequency- Inverse Document Frequency (TF-IDF) 

feature extraction technique is employed for sentiment analysis. The suggested model is 

observed to be an effective one for sentiment classification in domain-independent 

Assamese text data. 

4. Design Deep learning Model for sentiment analysis: Long short-term memory 

(LSTM), convolution neural network (CNN) and a hybrid convolutional neural network-

long short-term memory (LSTM-CNN) model has been developed to do sentiment 

analysis. With all the proposed model, an accuracy of more than 98% have been achieved. 
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1.5 Thesis organization 

The chapters of the thesis are organized as follows: 

The second chapter describes about the theoretical background related with the 

Sentiment analysis. It includes about Sentiment analysis, theory of different sentiment 

analysis methods used in the work and different classifiers applied for the same. 

In the third chapter, Lexicon based approach for categorization of sentiment is 

described by modifying very popular VADER lexicon primarily meant for social media 

datasets. By modifying existing VADER lexicon efficient performance has been observed 

and described in this chapter. 

The fourth chapter reports the first methodology used for feature extraction method 

for Assamese text. Here, TFIDF techniques are discussed in relevance to Assamese texts. 

In the fifth chapter, Supervised Machine learning method for detection of sentiment 

is reported for Assamese Review texts. 

The sixth chapter discusses about the performance analysis of deep learning method 

for categorization of sentiment which is based on LSTM, CNN and LSTM-CNN 

classifier. 

      In the seventh chapter, the future scope about the reported work is discussed in 

details. The conclusion of the thesis is also illustrated in this chapter. 
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2 

Theoretical Background 

 

Natural language processing (NLP) is computational linguistic which combines various 

statistical and machine learning models to digitize, recognize, decipher and also generate 

textual content. This chapter covers theoretical background in sentiment analysis using 

machine learning and NLP. Fundamental introduction to sentiment analysis is discussed 

in section 2.1. While section 2.2 discusses different levels of sentiment analysis. In 

section 2.3 various approaches to sentiment analysis are discussed. Different steps 

involved in performing sentiment analysis is listed and discussed in section 2.4. In 

section 2.5 various challenges with sentiment analysis tasks were examined.  

2.1 Sentiment Analysis 

The process of analyzing people’s views, feelings and opinions towards various entities 

like goods, services, products etc. is defined as sentiment analysis [6]. This subject has 

been a recent interest of study for many researchers in the area of computation linguistics. 

Researchers are greatly associated in building different types of computational 

techniques to perform sentiment analysis in different domains. With the use of these 

techniques, it has become possible to monitor public opinion towards a certain entity and 

obtain useful insights. Additionally, as pointed out in [7], the knowledge gained via 



 

 

9 

 

sentiment analysis contributes to the larger goal of understanding, explaining and 

forecasting social phenomena. Sentiment analysis explores the feelings that people 

express towards an entity, which helps to determine the general mood of the user and 

also produce insightful information about the same. This multidisciplinary field includes 

not only natural language processing and machine learning but also psychology, 

sociology. As data and computing power increased exponentially, machine learning 

became the dominant tool for sentiment analysis. There is huge volume of scientific 

literature on sentiment analysis using different machine learning techniques. Researchers 

from various fields have shown significant attention in the potential of sentiment 

analysis. Many studies have analyzed online user reviews for products, hotels, movies 

and similar areas. For instance, people often look for feedback from users and before 

making purchases. Sentiment analysis plays a crucial role on social media websites like 

Facebook and Twitter, where it helps understand the sentiment behind user tweets. 

Basic steps followed in performing sentiment analysis is depicted in figure 1 below: 

 

 

 

 

 

Figure 2.1: Basic steps for SA 

 

• Input dataset collection: Datasets are available in many languages for SA. However, 

there are some less explored languages around the world, where for performing SA, the 

very first step is collection and preparation of dataset. To do so researchers use various 
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web forums, translation tools etc. Experts in language and psychology have classified 

data from social media platforms like Twitter, YouTube, and Facebook for various 

studies. Data from social media, blogs and e-commerce sites is often unstructured and 

require processing for further computational tasks.  

• Dataset Pre-processing: Social media allows individuals to easily express their 

emotions. The unstructured nature of social media data makes sentiment and emotion 

analysis challenging for machines. Pre-processing is an essential step in cleaning data 

since it greatly affects succeeding approaches. This step involves removal of unwanted 

words which hold no sentiment in the input data. Tokenization, stop words removal, 

negation handling, part of speech tagging, stemming, lemmatization etc are the different 

method of data pre-processing.  

• Model development: Various approaches are used to develop models to effectively 

analyse sentiment in input data. These include traditional machine learning approaches, 

as well as deep learning and transfer learning models. 

• Model evaluation: This step involves assessing the performance of the developed 

models to determine their effectiveness in predicting sentiment from the input data. 

Common evaluation metrics include accuracy, precision, recall, F1 score, and AUC: 

Area Under Curve, ROC: Receiver Operating Characteristics. Additionally, confusion 

matrices can provide insights into the distribution of predicted sentiment labels and help 

identify misclassifications. Cross-validation techniques, such as k-fold cross-validation, 

are often employed to estimate the overall performance of models.          
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2.2 Levels of Sentiment Analysis 

Sentiment analysis have different levels and different algorithms are formulated to 

address these levels. In this section different levels of sentiment analysis are discussed 

in details.    

 In general, there are 3 level of sentiment analysis which are: 

a) Document Level   b) Sentence Level   c) Aspect Level 

 

a) Document Level: At this level, the objective is to categorize whether an entire 

document conveys either a positive or negative sentiment [8]. For example, when dealing 

with a product review, the system evaluates whether the review portrays an overall 

positive or negative viewpoint regarding the product. This level of SA is performed 

mainly for review datasets. In regard to text reviews, individual review is assumed as a 

single document which are classified as negative, positive or sometimes neutral reviews. 

This level of analysis implies each document represents recommendations about a 

particular entity (e.g., products, services etc). 

b) Sentence Level: At this level, the aim is to analyse individual sentence and evaluate 

whether it represents a favorable, negative, or neutral opinion. Neutral usually denotes 

"no opinion." This level of analysis is closely related to subjectivity categorization [9], 

which distinguishes between sentences that represent factual information and sentences 

that express subjective thoughts and opinions. However, subjectivity is not synonymous 

to sentiment, as many objective words can indicate opinions. 

c)  Aspect level: Document and sentence-level analyses do not reveal specific 

preferences or dislikes. The aspect level provides finer-grained analysis. The term 

"aspect level" was generally used to refer to feature-based opinion 
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mining and summarization. Aspect level analysis focuses on opinions rather than 

language constructs like papers, paragraphs, sentences, clauses, or phrases. Opinions are 

formed by combining a sentiment (positive or negative) and a target. An opinion is only 

useful if it has a clear aim. Recognizing the significance of opinion targets also helps us 

better comprehend the sentiment analysis problem. For example, the line "although the 

service is not that great, I still love this restaurant" clearly contains a positive. 

2.3  Approaches of Sentiment Analysis 

There are various approaches for performing sentiment analysis and it has been a 

significant part of many studies. Additional studies are still being conducted to identify 

better solutions in this regard. Sentiment classification is divided into mainly three 

approaches:   

a) Machine learning approach        b) Lexicon based approach    c) Deep Learning 

approach 

a)  The Machine Learning (ML) approach: This approach used for predicting the 

polarity of sentiments based on trained and test data sets. It applies the ML algorithms 

and uses linguistic features. The main advantage of this approach is its’ ability to adapt 

and create trained models for specific purposes and contexts. However, the disadvantage 

is the low applicability of the method on new data as availability of labelled data is 

necessary that could be costly or even prohibitive [10]. Sentiment analysis is the practice 

of detecting and quantifying sentiment in text or audio using natural language 

processing, text analysis, computational linguistics, and other techniques [11]. To 

determine the polarity of text documents, an optimized sentiment analysis model is 

trained instead of being programmed. This model uses a variety of machine learning 
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algorithms. The type of problem determines selection of proper machine learning 

algorithm. Machine learning is incorporate in sentiment analysis to recognize the 

sentiments included in text. To identify if a text is good, negative, or neutral, one needs 

to consider the words that are used and their context. To make the computer learn to 

generate predictions on its own, one has to provide it with multiple number of examples 

that have labels (such as "positive" or "negative"). However, it's not always clear what a 

writer is trying to convey in term of sentiments. This is known as a "soft classification 

issue" where, each feeling is assigned a probability by the computer. Without explicit 

instructions, computers can learn new things which is being possible only by machine 

learning. Thus, sentiment analysis algorithms are able to comprehend context as well as 

words. Many machine learning based techniques are frequently employed in sentiment 

analysis to categorize text into positive, negative or neutral groups according to the 

sentiment represented. There are two primary Machine Learning approaches to 

sentiment analysis. They are discussed in below:  

 

• Supervised learning 

Most well-known machine learning method is supervised learning. This type of  learning 

method originated as a type of "classical" machine learning, which depends on data 

scientists to create a task-specific algorithm for each function they want the machine to 

perform. This strategy uses labelled source data to train a model. The trained model can 

then make predictions for an output using new unlabeled input data. Because of its 

accuracy, supervised learning techniques are popular. These algorithms must be trained 

on a training set before being used on real data. popular supervised classification 

approaches for sentiment analysis, include Support Vector Machine (SVM), Naïve 
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Bayes (NB), Maximum Entropy (ME), Artificial Neural Network (NN), and Decision 

Tree (DT). Random Forest (RF), K-Nearest Neighbor (KNN), Bayesian Network (BN), 

and Logistic Regression (LR) are a few less popular algorithms [12]. They are very 

briefly discussed below: 

1. Naive Bayes: Simple probabilistic classifiers with strong feature independence 

requirements, naive Bayes classifiers are based on the Bayes theorem. Since they 

are effective, sentiment analysis jobs frequently utilize them as a baseline model. 

2. Support Vector Machines (SVM): This supervised learning technique finds the 

optimum hyperplane to divide data points into classes. SVMs work well for 

problems involving sentiment analysis, particularly those involving high-

dimensional data. 

3. Logistic Regression: This is a statistical type model which is useful for binary 

classification tasks. This algorithm estimates the probability that a given instance 

belongs to a particular class based on its features. This is usually used in sentiment 

analysis due to its simplicity and interpretability. 

4. Decision Trees: The feature space is recursively divided into regions linked to 

various class labels by decision trees, which are hierarchical structures. They are 

appropriate for sentiment analysis since they are simple to understand and 

intuitive, especially when working with categorical data. 

5. Random Forest: This ensemble learning method builds several decision trees and 

aggregates the predictions from each to arrive at a final classification. When it 

comes to huge and noisy datasets, random forests excel in sentiment analysis tasks 

because it is mostly reliable and efficient. 
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6. K‑nearest neighbours (KNN): This is a basic machine learning technique that 

may be used for regression and classification problems. It works by examining the 

'k' nearest labeled information points to a given data point to determine its label. 

It is non-parametric and intuitive, but it can be computationally significant when 

working with enormous amounts of data and is dependent on the value of 'k'. 

Supervised learning has the benefit of giving the algorithm access to well-labeled training 

data, which enables it to learn and generate predictions which are based on known results. 

This enables the model to estimate new, unknown information with accuracy. Supervised 

learning algorithms are also capable of managing intricate connections between input 

characteristics and output labels, which makes them appropriate for a variety of tasks, 

including regression and classification. 

• Unsupervised learning    

Unsupervised learning train computers to learn from unlabeled data. This type of 

machine learning algorithms are used where there are no labelled data to train the 

classifier. These techniques rely on self-learning and have been demonstrated to be 

effective in the field of NLP, particularly in sentiment classification [13], [14]. The 

majority of the current unsupervised sentiment categorization approaches can be divided 

into two stages [15], [16]. In the first stage, the sentiment intensity of the text is 

calculated by estimating the sentiment strength of the terms and expressions used to 

express emotions. In the second stage, the sentiment categorization of data is achieved 

by referring to the sentiment strength of the data against the baseline value of ‘0’. 

Unsupervised learning involves instructing machines to utilize data that lacks labels or 

classifications. This suggests that the machine is engineered to autonomously learn 
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without the need for labelled training data. Operating without prior knowledge of the 

data, the machine must possess the capability to categorize it.  

b) The Lexicon based approach: Lexicon is the vocabulary of a particular language, 

field, social class, person, etc [17]. In this context lexicons are words with predefined 

scores denoting the neutral, positive or negative nature of text, categorized by polarity 

and scores between +1 and -1. This lexicon-based method is viable for sentence and 

feature-level sentiment analysis, requiring no training data. However, its main drawback 

lies in its domain dependence, as words may have varied meanings across domains, 

resulting in differing positive or negative interpretations. To address this, a domain-

specific sentiment lexicon or an existing vocabulary can be developed. While considered 

an unsupervised technique, its limitation lies in its domain-specific nature, restricting the 

applicability of words to other domains. This approach uses a sentiment lexicon to 

determine the valence (positive, negative and neutral) of given textual data. This 

approach is more understandable and can be easily implemented in comparison to 

machine learning based algorithms. 

Few available standard lexicons are LIWC [18], GI [19], Hu-Liu04 [20], ANEW [21], 

Sentiwordnet [22], Senticnet [23] VADER (Valence Aware Dictionary and sEntiment 

Reasoner)[24] etc 

 

c)   Deep learning approach: This approach is a kind of machine learning inspired by 

the human brain. In recent years, it has become a highly effective strategy for natural 

language processing. It is becoming increasingly popular because of  its capacity to 

achieve high accuracy. Over the few years, this type of  learning has advanced in the 

sentiment classification hierarchy. To address the difficulty of managing numerous 
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hidden layers within a neural network, deep learning employs a multilayer strategy [25]. 

Deep learning refers to the higher number of layers of a neural network (NN). Early neural 

networks consisted of three layers: input, hidden, and output. Adding more hidden layers 

deepens the NN, allowing it to understand complicated relationships and solve complex 

problems. The number of 'hidden layers' determines the depth of the network. Neural 

networks handle word embeddings, not individual words. Deep learning allows for 

efficient feature learning by replacing handcrafted features with algorithms [26]. These 

can capture high-level features from input data. Neural networks can adapt to any domain 

by learning features from their current task. Deep neural networks can outperform classic 

machine learning methods with sufficient training data [27]. Deep learning has numerous 

uses, including sentiment analysis, computer vision, and automatic speech recognition. 

Many methods, such as Convolutional Neural Networks (CNNs), Long Short-Term 

Memory (LSTM) networks, Recurrent Neural Networks (RNNs), and Gated Recurrent 

Unit (GRU) networks, are commonly used in deep learning approaches. As these 

algorithms can extract significant characteristics from text, grasp context, and record 

sequential dependencies, they are well-suited to evaluate textual data and have been used 

widely in sentiment analysis. The other well-known deep learning algorithms, like 

Autoencoder, Deep Q-Network, DNN, Recursive Neural Network (ReNN), Capsule 

Network (CapN), and Generative Adversarial Network (GAN). These algorithms have 

only been employed in a small number of research and are not as popular. Additionally, 

some hybrid techniques are also used combining CNN and LSTM algorithms. 
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The overall pictorial classifications of SA is shown in Figure 2.2 . 

 

Figure 2.2: General classification of SA 

2.4 Steps of sentiment analysis 

Figure 1 shows the basic step involved in SA. Steps are briefly outlined below: 

Step-1: Data Collection/Creation 

Unlike many other Indian languages, there is no benchmark textual dataset available for 

NLP researchers in Assamese. This makes it difficult for researchers to do basic to 

advanced NLP research. To overcome this, a dataset was created for use in this work. 
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Details about the data collection procedures for Assamese language is elaborated in 

chapter-4 

Step-2: Data Preprocessing 

Initial data preprocessing steps in any NLP task includes removing stop words, negation 

handling, proper use of boosting words, tokenization etc. Tokenization is the method  of 

breaking down a complete text sentence into smaller units. Each such units are called 

tokens. Tokens are nothing but a piece of single word that are present in a text. For e.g 

in a sentence like ‘i am a human’; tokenization gives out four number of tokens which 

are- ‘i’, ‘am’, ‘a’, ‘human’. Process of tokenization is very important as well as 

mandatory for any NLP task at the stage of data pre-processing. 

Raw data typically has a lot of irrelevant text or string (such as hyperlinks, html tags, 

etc.) in it that is insignificant for machine learning algorithms. In order to obtain the true 

data for the sentiment analysis model, these noisy data must be cleansed. Stop words are 

those words which appear commonly in the review data but do not contribute much in 

terms of sentiment or polarity in the text data for the language model. Stop words in text 

data include, but are not limited to, commas, special characters, is, are, am, they, I, he, 

etc. These words can typically be excluded from sentiment analysis models since their 

polarity is neutral. 

Commonly used pre-processing techniques for sentiment analysis are: 

1. Data cleaning is the method of identifying and rectifying errors, 

inconsistencies, or inaccuracies in datasets to enhance their quality and 

reliability for analysis [28]. 

2. Tokenization is essential in both text analysis and natural language 

processing. It divides text into unique words or tokens [29]. 
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3. Feature selection seeks to improve model performance and decrease 

dimensionality by choosing the most relevant and instructive features from a 

dataset [30]. 

4.  Normalization in machine learning refers to the process of bringing 

numerical data into a standard range, usually ranging from 0 to 1, in order to 

standardize measurements and enable dependable comparisons [31].  

Step-3: Feature extraction 

Features in natural language processing are primarily collections of words with sentiment 

or meaning that are used in documents [32]. One of the most important processes in 

handling the text data for sentiment analysis is feature extraction. Words used in the text 

that express people's opinions are considered features in text data for machine learning 

algorithms. Each such piece of text data is represented as a feature vector of real values 

before being fed into ML algorithms. Feature refers to the unit that is used by a 

classification algorithm for sentiment analysis. Feature selection is the task of selecting 

relevant terms from the text documents for the classification task.  

Major function of feature extraction approaches is to convert unstructured text into 

meaningful representations that can be processed by machine learning algorithms. In the 

process of sentiment analysis, text documents are typically represented as a feature-

document matrix. Features in a text document might be individual words. These words 

give us more information and help improve how we represent the relationship between 

features and documents. 

However, different feature types carry a large number of features and relations between 

them, having diverse feature types leads to a high dimensionality problem. When we 

select features, we choose the ones that matter most to help classifiers do a better job. 
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This makes the process easier by narrowing down the feature set. As a result, we can 

create sentiment analysis applications that are effective and efficient. The several feature 

extraction techniques frequently used in sentiment analysis are discussed here briefly: 

• Bag-of-Words (BoW) Representation: BoW ignores word order and grammar in 

favor of representing text as a collection of words. Based on word frequency, a vector 

is used to represent each document. BoW is efficient in capturing lexical information 

despite its simplicity.  

• TF-IDF Representation: TF-IDF weights words according to how frequently they 

appear in a document and throughout the corpus. By eliminating repetitive words and 

emphasizing valuable content, it improves sentiment analysis precision. 

• Word Embeddings: By taking into account a word's context in extensive text 

datasets, word embeddings such as Word2Vec and Glove produce dense vector 

representations of words. They excel at sentiment analysis jobs involving vast 

amounts of text data and grasp the semantic linkages between words.  

• N-gram Representations: Word or character sequences in text are called N-grams. 

The most common types of them are trigrams, bigrams, and unigrams, which all 

represent local contextual information.  

Step-4: Model development 

An appropriate machine learning or deep learning model architecture is chosen for 

sentiment analysis, taking considerations for aspects like model performance and 

complexity. The selected model is trained with labeled dataset so that it can identify 

relationships between text features and sentiment labels. 
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Step:5 Model evaluation 

Model evaluation is essential to verify the effectiveness of the build model. This is done 

by calculating few standard evaluation metrics such as accuracy, recall, f1 score etc. 

2.5 Challenges in Sentiment analysis 

Although sentiment analysis has come a long way, there are still many challenges that 

need to be resolved by researchers. Resource constraints, context awareness, domain 

adaptation, multimodal sentiment analysis, presence of emojis and emoticons roles in 

predicting sentiment analysis of any texts etc are few of them [33]. More research is 

necessary, in these mentioned areas. to improve sentiment analysis's adaptability and 

usefulness in a variety of dynamic scenarios. The most important challenges for 

performing sentiment analysis are outlined briefly in this section. 

• Resource (dataset) Constraints: Since  models used for sentiment analysis rely on 

data. Hence, creating a standard labeled dataset is a crucial step in the process. Low-

resource languages are greatly affected by the scarcity of linguistic resources. When 

creating a dataset, information collected from different fields is mostly unstructured and 

misspelled. Additionally, data annotation takes a lot of effort and differs from person to 

person. A sentiment lexicon is also necessary alone with the dataset for doing sentiment 

analysis. However, it might introduce bias into more advanced analysis or decision-

making. Therefore, by creating language resources from scratch via semi-supervised, 

unsupervised, and transfer learning techniques, the resource shortage can be addressed 

[34]. Resource limitations impact computing capacity, data accessibility etc. creating 

difficulties for sentiment analysis. Sentiment analysis faces many obstacles due to 

insufficient dataset resources, which have an additional impact on model performance 
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and development. Furthermore, models built with deep learning techniques require 

extensive resources and larger datasets while used for performing sentiment analysis. It 

becomes challenging for peoples and various organizations to fulfill the purpose of 

analyzing meaningful contexts with limited amount of data [35].  

In order to simplify sentiment analysis using limited resources various experiment can be 

performed. Models may be built to adapt well with reduced computer power usage. Semi-

supervised learning can be employed, which require less training data. Furthermore, 

transfer learning can be applied to improve sentiment analysis's efficiency with smaller 

amounts of data. These techniques ensure that sentiment analysis functions successfully 

even in situations when resources are scarce. 

• Multimodal sentiment analysis: Recently, a growing interest in multimodal 

sentiment analysis is seen trending among researchers. It is an alternative to typical text-

based sentiment analysis, which examines sentiments expressed across several modalities 

like text, images, audio, and videos [36]. With the integration of many data sources, this 

method provides a more thorough knowledge of sentiment. Recent research progress has 

led to advanced models that can better predict sentiment by combining different types of 

information.  

• Domain adaptation: It can be challenging to adapt sentiment analysis models to 

differentiate contexts such as social media and product evaluations etc. due to the wide 

variations in language and phrases. Sentiment analysis models frequently experience 

complications when they are applied to different domains, such as product reviews, social 

media, or news stories, where their accuracy is impacted by different vocabularies, 

writing styles, and sentiment expressions [37]. The difficulty of this problem, known as 

domain adaptation, increases when working with multilingual text. It is difficult for 
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sentiment analysis algorithms to keep up with these variations, which makes it difficult 

to effectively predict sentiments in a variety of circumstances and languages.  

• Contexts understanding: Sentiment analysis requires an understanding of context 

because it entails identifying the minute nuances that influence the sentiments expressed 

in text. There exists  significant difficulty in understanding sentiments as it can be strongly 

influenced by context and factors like ambiguity, sarcasm, irony, negation, and word 

sense confusion. Advanced contextual analysis algorithms, enhanced word sense 

disambiguation methods and flexible machine learning models can overcome these 

challenges in sentiment analysis. For example, authors in [38] proposed a model that 

makes use of a dynamic configuration window function to distinguish between word 

senses by utilizing the context around problematic terms.  

• Emojis and emoticons: 

Emojis and emoticons present a significant barrier to sentiment analysis since they 

complicate the interpretation of text-based emotions. These visual representations might 

express feelings that contrast with the associated with words [39]. 

• Computational cost: The computational cost of the built model grow exponentially 

with the training data size and with the complexity of the built model. Consequently, to 

train the deep model using a large corpus, a high-end GPU is needed. The computational 

cost of neural and attention architecture is higher than that of machine learning classifiers 

like naïve Bayes and support vector machines [38][39]. 

 This chapter discusses about the theoretical background of SA. The subsequent chapters 

present different models for SA in Assamese language. Furthermore, three different 

approaches used to implement SA in the mentioned language namely the lexicon-based, 

machine learning and deep learning-based approaches are also elaborated in the next 
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chapters. A very first step of this research work i.e implementation of a very well-known 

lexicon named “VADER” based sentiment analysis is explained and discussed in the next 

chapter.  
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3 

Lexicon Based Approach: Sentiment 

Analysis 

Using Modified VADER 

 

 

The vocabulary meaning of a lexicon is the collection of meaningful words in a particular 

language. A polarity lexicon is a collection of words or terms classified according to the 

relevant attitude or emotional orientation, usually identifying whether they convey 

positive, negative, or neutral connotations. These lexicons have a list of words along with 

the initial level of polarities. Such lexicons are considered as one of the important 

resources for sentiment analysis in texts using computational techniques.  

This chapter covers details about lexicon-based sentiment analysis approach using well 

known VADER. Related literature is reviewed in section 3.1 followed by fundamental 

introduction to lexicon is mentioned in section 3.2. While section 3.3 discusses lexicon-

based sentiment analysis. In section 3.4, brief introduction about VADER is discussed. 

Background involved in performing sentiment analysis using VADER is mentioned in 

section 3.5. In section 3.6 Proposed Assamese VADER is elaborated. Results and 

discussion about the proposed VADER are finally outlined in section 3.7. 
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3.1 Literature review on related work 

There are three main ways to construct polarity lexicons which are understanding existing 

lexicons from different languages, finding polarity lexicons from corpora [24] and 

annotating sentiments Lexical Knowledge Base [40] [41] [42] [43]. In four major 

languages there are well-known manually constructed lexicons such as General Inquirer 

[44], Opinion Finder [45], SO-CAL [46] etc.  In [47] and [48] authors investigated the 

techniques of translating Romanian and Spanish languages from English resources. As 

compared to existing English polarity lexicons such as SentiWordNet and VADER there 

exists hardly any polarity lexicon in Assamese language. 

Enormous research works on lexicon based sentiment analysis in the English language 

have been performed such as VADER. VADER-tool is a combination of  important lexical 

features obtained from five generalized rules that represent grammatical and syntactical 

conventions of human speech. It also holds the advantages of conventional sentiment 

lexicons such as LIWC [49][50].  

 

3.2 Lexicon Based Sentiment Analysis 

Lexicon-based sentiment analysis analyzes text data using established dictionaries or 

lexicons that include words labeled with their appropriate sentiment polarity, viz. 

positive, negative or neutral. In this method, each word in the text is compared to the 

sentiment lexicon entries to establish its sentiment orientation. By aggregating the 

sentiment scores of individual words, the overall sentiment of the text can be assessed. 

The leverage of Lexicon-based approaches are their simplicity and efficiency, while 

dealing with a massive number of text data. Nevertheless, there may be challenges like 
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difficulty in understanding context-dependent emotions, sarcasm, and subtle expressions. 

In spite of these limitations (constraints) lexicon-based sentiment analysis remains a 

pivotal method in gaining deep insights into the emotional tone of textual content across 

diverse domains, such as social media and consumer reviews etc. Lexicon-based 

sentiment analysis is an efficient method for determining how people feel about a subject 

based on the words they use. It is not ideal because words might have multiple meanings 

depending on the context. A large variety of sentiment analysis techniques rely heavily 

on an underlying sentiment (or opinion) lexicon. A sentiment lexicon is a collection of 

lexical features (for example, words) that are classified as positive or negative based on 

their semantic orientation [48]. Manually developing and confirming such lists of 

opinion-bearing attributes takes a significant amount of time. 

This chapter explores a technique for conducting Sentiment Analysis on Assamese texts, 

a morphologically intricate yet under-resourced Indo-Aryan language, by utilizing the 

principles of a widely-used sentiment analyzer known as "VADER". It contains a 

comprehensive list of words and phrases with sentiment scores ranging from -4 

(extremely negative) to +4 (extremely positive), including an emphasis on emoticons and 

slang commonly found in social media content [24].  

In this work, Assamese Vader has been formed employing "Bengali-Vader" as its 

foundation and following the standard procedure of a typical Vader tool. This entails the 

creation of a dictionary of negative booster words and the formulation of an Assamese 

Lexicon, pre-processing of data, enhancement of the valence of each word, calculation of 

valence, and text sentiment categorization based on the valence. The importance of a 

reliable dataset in this approach is crucial, and although there is a scarcity of good 

translation tools and resources for Assamese language to be used by the model, this model 
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was evaluated on a collection of Assamese texts from a famous Assamese novel titled 

“Aximot jaar Heraal Heema” written by Kanchan Baruah”. The comparison was 

conducted by manually translating the Assamese sentences to their Bengali and English 

equivalents, and the results were significant when contrasted with their Bengali and 

English counterparts. 

Sentiment analysis of textual data is no longer limited to just one or two languages. Data 

scientists in this field have expanded their efforts to multiple languages worldwide. The 

growing amount of textual data in various languages has opened up new research 

possibilities for NLP researchers. In recent years, several Indian languages, such as 

Bengali, Tamil, Oriya, Kannada, and Hindi, have gained recognition in the field of NLP 

research.  

Assamese language, which is a morphologically rich Indo-Aryan language mostly spoken 

mainly in the northeastern state of India, especially in Assam, where it is an official 

language, with around 14 million speakers [5]. Due to very limited available resources in 

terms of datasets, sentiment analysis in Assamese language on this language is not yet 

being explored by data scientists. 

 

3.3 VADER 

VADER is a simple general sentiment analysis rule that is developed by comparing its 

performance against eleven benchmarks that reflect typical practice states. The General 

Inquirer (GI), SentiWordNet, Affective Norms for English Words (ANEW), Linguistic 

Inquiry and Word Count (LIWC), and machine learning-oriented techniques based on 

Naive Bayes, Maximum Entropy, and Support Vector Machine (SVM-C) Classification 

and Support Vector Machine (SVM-R) Regression are the eleven common state-of-
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practice standards [24]. The VADER tool is regarded as the gold standard for creating a 

sentiment lexicon since it considers both qualitative and quantitative techniques. This tool 

is an excellent choice for analyzing sentiments of data from social media. Strong 

sentiment lexicons improve sentiment analysis models' performance significantly. The 

built-up of the VADER English model follow the frameworks as mentioned here below: 

 

1. Data pre-processing: For NLP tasks, such as sentiment analysis, data preprocessing 

is an essential step. The text data must be cleaned and prepared for analysis through a 

number of stages. The methods listed below outline how to prepare the data for the next 

steps of sentiment analysis. The different data preprocessing steps are discussed below: 

• Tokenization: Tokenization is the process of dividing the text into individual words, 

or tokens. The text data processing and analysis are made simpler by this step. For e.g. in 

a sentence like: “I love watching comedy movies” after tokenization of this sentence it 

breaks into five tokens as ‘I’, ‘love’, ‘watching’, ‘comedy’, ‘movies. As five words make 

the sentence hence there will be five tokens in the given sentence. 

• Removal of Stopwords: Words that appear frequently in any text but possess little to 

no sentiment value are known as stop words. Examples of these words are "is," "are," 

"of," "from," etc. Eliminating stop words makes the data less noisy and highlights the 

more important terms. This step helps to improve the efficiency and accuracy of applied 

algorithms by focusing on more meaningful words. However, based on the particular NLP 

task, language and domain, the stopwords selection may change. Different stopwords set 

may be found in different languages and areas. Furthermore, depending on the analysis's 

context, domain-specific stopwords may need to be included or excluded. 
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• Removal of Punctuation: It is necessary to remove punctuation that frequently used 

but does not add to the text's sentiment, such as commas and exclamation points, 

semicolon etc. Eliminating punctuation makes the text simpler and increases effectiveness 

of sentiment analysis systems. 

2. Data Boosting: After the data preprocessing step, each cleaned token undergoes a 

check for valence boosting. Tokens containing terms such as 'very', 'great', 'extremely', 

etc., are identified as boosting data. Due to presence of such boosting words, the valence 

of the adjacent word is enhanced in the given text. Phrases and idioms are then examined 

in the given texts for followed by the word 'but'. If the same is present, then valence of 

the word is additionally enhanced. 

3.  Valence Calculation: In this strep, valence of given statements are calculated. Valence 

signifies sentiment polarity which ranges from -4 to +4 [24]. This range is further 

standardized to the interval from -1 to +1. Thus, a sentiment polarity is assigned to each 

sentence throughout the entire document or dataset.      

The simplicity of VADER represents numerous advantages when compared to machine 

learning techniques. It is fast and computationally efficient without compromising 

accuracy. VADER may be used conveniently from a typical modern laptop with moderate 

specs (e.g., 3GHz processor and 6GB RAM), but it can take a long time to analyze the 

same corpus for more complex models like SVM (if training is needed) or pre-trained 

models. 

Additionally, the lexicon and rules used by VADER are also directly accessible. VADER 

can therefore be easily inspected, understood, extended and modified as required. By 

utilizing both the lexicon and rule-based model, it enables the inner mechanism of the 

sentiment analysis tool more accessible and interpretable to wider ranges of users 
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community. Sociologists, psychologists  or linguists who often use  LIWC may also  use 

VADER tool.  

VADER also utilizes a human-validated sentiment lexicon. It has outstanding 

performance in diverse domains without the requirement of huge training data.  

 

3.4 Proposed Assamese VADER 

The main goal in doing this research work is to create a sentiment analysis method based 

on lexicons. The focus is on using a well-established vocabulary, a common reference 

lexicon, in order to achieve this purpose. The basis was established by VADER, a 

significant technology that is primarily designed for sentiment analysis in English text. 

VADER's capacity to support more languages, including Bengali, has grown over time. 

While VADER was originally developed for social media content, it has shown to be 

remarkably effective when used with textual data from many sources. In this work, the 

effectiveness of the modified VADER model is evaluated using text data, taken from a 

book published in Assamese. In the experiments, a small number of words from the 

English VADER vocabulary were translated into Assamese. The results were compared 

to Bengali, which is the closest relative of Assamese language. The accuracy and 

suitability of the proposed Assamese VADER model for sentiment analysis is determined 

through systematic testing. 
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3.4.1 Background 

1. English Language: Substantial research work is done on sentiment analysis of English 

language, including VADER. To create a sentiment lexicon of gold-standard for this 

model, qualitative and quantitative methodologies are extensively used in recent times. 

According to literature review there exist numerous polarity lexicons for English e.g  

SentiWordNet and VADER which are available in open source platforms, however, in 

Assamese, such polarity lexicon has not been developed so far. 

2. Assamese Language: Sentiment analysis in Bengali language has reached almost 

equal milestones in comparison to English language. Sentiment analysis in Bengali 

language have already been explored in many dimensions. Although the Assamese 

language being very much similar language to Bengali, same field of research is almost 

unexplored. In terms of the dataset, researchers have a very easy excess to Bengali 

language as Google Translator is incorporated with the same. Whereas Google Translator 

for Assamese language was unavailable at the time of this work. Very few datasets, that 

can be considered negligible, are available to do NLP tasks in the Assamese language. 

There is no sentiment lexicon like SentiwordNet available in Assamese, although the 

same is available in various Indian languages like Hindi, Bengali, Nepali etc. Authors of 

[47] have translated SentiWordNet into Bengali language and used its associated  polarity 

to estimate the valence of Bengali textual data. 

 

3.4.2 Creation of proposed Assamese Vader 

In this work a model has been developed that is especially intended to identify the 

emotions conveyed in texts written in Assamese. The goal of the analysis is to 
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comprehend the feelings that these texts express at the phrase level. However, the manual 

creation of an Assamese lexicon was an essential part of the process. At first, the existing 

Bengali vocabulary was translated into Assamese in order to create this lexicon. Prior to 

the creation of the Assamese VADER sentiment analysis tool, the English-to-Bengali 

lexicon was translated using Google Translate. However, because language translation 

involves ambiguities and complexity, depending only on automated translation proved to 

be insufficient. To guarantee accuracy in expressing the sentiments in Assamese language 

and unavailability of any translation tool, word-by-word manual translation was 

performed. Word translation done manually required a great deal of time and effort. In 

order to address this issue, limited the number of terms (500 terms) were translated from 

the large list included in the English VADER model. In doing so each word were 

considered, selecting only those which would be most significant and effective for 

sentiment analysis in Assamese. The built Assamese VADER tool emphasizes the 

significance of paying close attention to detail and employing precise methodology when 

adapting sentiment analysis techniques to various linguistic settings. By offering a 

reliable tool for analyzing sentiment in Assamese texts namely Assamese VADER, 

researchers and practitioners will be provided with a valuable resource for accurately and 

effectively assessing the sentiments expressed in their work. 

 

• Dictionary creation: Two dictionaries were created. One for negative words and 

another for booster words. 

Negation Words Dictionary: The Negation Words Dictionary is a collection of terms 

commonly used in Assamese language to express negation in a sentence. In the context 

of sentiment analysis, these words can reverse the polarity or sentiment of the text. 
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Examples of negation words in the English language include "not," "no," "never," and 

"don't". Similarly, the Negation Words Dictionary for Assamese includes words 

commonly used in Assamese text that serve the same purpose. Some examples are ‘নাই’, 

‘নকৰিব’, ‘নকৰিা’, ‘নকৰিৰে’, ‘নেয়’, ‘নহৰে’, ‘নহব’, ‘নাই হহাৱা’, ‘নাইকিা’, ‘নাই 

হোৱা’, ‘কিা নাই’, ‘হহাৱা নাই’, ‘ভাে নহয়’, ‘হবয়া নহয়’, ‘নহয়’, ‘নহৰে’, ‘নহবেগীয়া’ 

etc. When a sentence contains one or more negation words from this dictionary, then 

sentence’s polarity may be reversed : positive or negative, based on the context. 

For instance, in the sentence "I am not happy" presence of the negation word "not" would 

interpret meaning of the sentence as negative. 

Booster Words Dictionary: The Booster Words Dictionary is a collection of terms that 

amplify or boost the intensity of a sentiment in a sentence. These words can strengthen 

the polarity of the sentiment, making it more categorical.  Booster words in English 

include "very," "extremely," "highly," and "absolutely" etc. Similarly, the Booster Words 

Dictionary for Assamese includes terms that serve the same purpose of intensifying 

sentiments. Such words are ‘বহুত’, ‘হবৰি’, ‘খুব’, ‘অৰত’, ‘অতযাৰিক’, ‘অৰিক’ etc. When 

a sentence contains booster words from this dictionary, sentiment polarity may be 

amplified accordingly  e.g, in the sentence "I am extremely happy" the presence of  

booster word "extremely" would make a stronger positive sentiment. 

• Assamese lexicon: The original English Vader text comprises approximately 7000 

words and around 500 emojis, which could not be translated manually. In this research 

project, while developing the Assamese Vader, there was no access to any machine 

translators at the time. Therefore, manual translation was the only viable option to achieve 

this objective. Polarity of all words has been maintained as specified in the original 

English Vader lexicon. Valence of all Assamese words used in this research are within the 
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range -4 to +4, -4 being the highest level of negativity and  +4 being the highest level of 

positivity and '0' being neutral sentiments.  

• Pre-processing of data: Basic steps for data pre-processing as discussed earlier were 

adopted for building the lexicon tool 

 Tokenization: Here, punctuation along with stop words are eliminated from the texts 

whose sentiments need to be evaluated. For instance in the following text:    – 'He is not 

that good' in Assamese would appear as – ‘ৰি’, ‘খুব’, ‘ভাে’, ‘নহয়’ after tokenization. 

After punctuation removal, it would appear as same as above. 

Assamese Stop Words Removal: Stop words are common words that do not carry 

significant meaning or sentiment in a sentence, such as articles, prepositions, and 

conjunctions. In the Assamese language, a list of stop words has been created, which 

includes words like 'ৰি' (he/she), 'হ াি' (I), ' ই' (me), 'হতেঁও' (he/she), etc. During 

preprocessing, these stop words are identified and removed from the sentence token list. 

This helps to eliminate noise and irrelevant information from the text data, allowing the 

sentiment analysis model to focus on words that convey meaningful sentiments. For 

example, the sentence 'ৰি খুব ভাে নহয়' (He/she is not very good) would be processed 

to 'খুব', 'ভাে', 'নহয়' after stop words removal. 

Stemming: Stemming is the method of reducing derived words to their associated root 

or base form, known as the stem. In regard to the Assamese Vader model, stemming is 

performed to normalize words and make them comparable to the lexicon. Words with 

common suffixes like 'ি’ (ra), ‘হ া' (to), 'ডাে’ (dal), ‘খন’ (khan), etc., are identified for 

stemming. After stemming, a negation checklist is applied to the text to identify words 

with negation endings like 'নহয়’ (not), ‘নহব’ (will not), ‘নাই’ (no), etc. For example, 
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the sentence 'ৰবপদি ি য়ত নহয়’ (Not in the time of danger) would be processed to 

'ৰবপদ’, ‘ি য়’, ‘নহয়’ after stemming and negation check. 

• Boosting word valence: Here, boosting words are searched in the texts. When such 

words appear in the text, their valence is intensified based on their position in the phrase. 

The 'bigram', trigram' method is used to check booster words position in the given text 

[24]. The n-gram technique searches two neighboring tokens. The trigram technique 

searches for three nearby tokens. Any word related to  booster dictionary has its valence 

doubled by 0.9 for bigram tokens and 0.75 for trigram tokens. The existence of negation 

words has an impact on the sentence's overall mood. The multipliers are chosen by 

empirical observation, experimentation and also fine-tuning of the algorithm to achieve 

optimal performance.  

 Let's illustrate this with an example: 

Sentence: " This book is very good " 

In this sentence, "very" is a booster word which is included in the booster dictionary. 

1. Bigram Example: 

• The bigram is formed as “very good” by the booster word “very” and the word 

“good”  

• As per the rule, the valence of  "good" is multiplied by 0.9. 

• If the original valence of  “good” is 0.8 (positive), the adjusted valence would be  

0.8 ×0.9 = 0.72 because of the presence of word “very” 

2. Trigram Example: 

• The trigram is formed by the words “is very good”   

• As per the rule, the valence of  "good" is multiplied by 0.75. 

• If the original valence of "good" is 0.8 (positive), the adjusted valence would be 
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 0.8× 0.75 = 0.6. because of the presence of word “very” 

In both cases, the presence of the booster word "very" intensifies the sentiment valence 

of the word "good", but to different degrees depending on whether it forms a bigram or 

a trigram with the booster word. 

In the context of negation words like "not," "no," or "never", when appear in a sentence, 

they can change how one feels about other words nearby. For example, if one says "not 

happy," the word "not" changes "happy" to mean the opposite of happy. However, in the 

Assamese language, negation words are employed differently than in English. In 

Assamese literature, these terms are typically used toward the end of the phrase, 

however in English, they are used in the midst of the text. Negation words are searched 

using the list of terms included in the negation words list, which is created at the 

beginning. The sentence's valence is multiplied by -1, resulting in the reversal of the 

sentence's present valence. 

• Calculation of valence: First step to calculate the valence is to accurately calculate the 

score. The following example illustrates the method used for calculating the score. 

However, these scores require normalization which is calculated by using equation-1. The 

model then outputs sentiment polarity as positive, negative or neutral. However, it further 

requires normalization. 

𝑵𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 𝑺𝒄𝒐𝒓𝒆 =
𝑺𝒄𝒐𝒓𝒆

√𝒔𝒄𝒐𝒓𝒆𝟐+ ∝
   -----------(3.1) 

Where α =15 is the approximated maximum expected value and the score is calculated 

score to be normalized. Using an example written in Assamese, let's discuss how 

sentiment score is calculated and then normalized as mentioned above. 

Sentence: “ ই খুব িুখী” (I am very happy) 
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Here, individual words score is first calculated as per their sentiment polarity. Say, “ ই” 

is a neutral sentiment word, whereas, “খুব” is a booster word and “িুখী” is a positive 

sentiment word. 

Now, individual score is assigned to each word. Say,  ই = 0 (neutral), খুব = +0.5 (booster 

and positive), িুখী=0.45 (positive). These values are choosen arbitrarily. Total score is 

calculated as 

Score= 0 ( ই) + 0.5 (খুব) + 0.45 (খুৰি) = 0.95. Now normalization is done using equation 

no -1, and found the normalized score as,  

Normalized score  = 
0.95

√0.952+15
= 0.24 

• Sentence separation: A statement is classified as neutral, negative, or positive based 

on polarity determined from the valence of texts present in the sentence. If the he valence 

of the texts range from -1 to 0, indicating that it is negatively expressed. Here, '0' 

symbolizes the statement's neutral attitude and when the valence range is between 0 and 

+1, the sentence is regarded positively expressed. 

The flow diagram below illustrates the proposed Assamese VADER for sentiment 

analysis: 
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Figure 3.1: Flow diagram of Methodology 

3.5 Results and Discussion 

Initially, a set of randomly selected sample sentences were analyzed using the Vader tool, 

which yielded satisfactory results that matched human sentiment. Subsequently, extracts 
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from an Assamese famous novel mentioned earlier, were analyzed and the results were 

compared with those obtained using Bangla VADER [51] and English VADER [24]. 

Manual translations were conducted for the sentences in both cases. Table 3.1 displays 

the comparison of the results obtained from the different models. The human sentiment 

was also extracted manually, and the sentiments expressed in the novel were 

predominantly neutral, which was reflected in the analysis results. The table indicates that 

the majority of the sentences in the novel expressed neutral sentiments. The analysis 

results were consistent with the human sentiment extracted from the novel. 

 

Table 3.1: Sentiment Comparison of Different Vader Tools (Including Human 

Sentiment) 

 

Serial 

No. 
Sentences 

Assamese 

Score 

Bengali 

Score 

English 

Score 

Human 

Score 

1 

ৰি খুব হবয়া নহয় 

 (He is not so bad) 
0 0.659 0.4708 0 

2 

 ই হ াি  ৰত ভাৰে আৰিা 

 (I am fine in my opinion) 
0.4404 0.6597 0.2732 1 

3 

বযৰ্ থতা িাফেযি চাৰব 

(Failure is the key to success) 
0 0.1027 0.1027 0 

4 

ৰনজি ওপিত আত্মৰবশ্বাি ৰ্কা ভাে 

 (It is good to have self-confidence) 
0 0.7096 0.6908 0 

5 

হতেঁও এজন আদি থ ৰিক্ষক 

(He is an ideal teacher) 
0 0.5267 0.5267 1 

6 

ৰি ভুত ভয় কৰি 

 (He is afraid of ghosts) 
-0.4019 0.7003 0 -1 

7 

হ াি হিৌভাগয হহাৱা নাই 

(I have not been fortunate) 
-0.3818 -0.3818 -0.3412 -1 
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8 

ৰি পৰিশ্ৰ ী নহয় 

 (He is not hardworking) 
0 -0.4767 0 -1 

9 

ৰক িুনীয়া খৱি 

(What a good news!) 
0 0.4767 0.5994 1 

10 

ফান্দত ভৰি ৰনৰদব 

(Don’t put your foot in the trap) 
0 0.3182 -0.3182 0 

11 

ৰি পঢাত  ৰনাৰ াগী নহয় 

 (He is not attentive towards studies) 
0 -0.3818 0 -1 

12 

বুদ্ধি ানি েগত োৰগ ৰ্াৰকৰে আপুৰনও 

িফে হব 

(If you stay with intelligent people, you 

will be successful.) 

0.4215 0.7003 0.6486 1 

13 

 ই হ াি  াক বহুত ভাে পাও 

 (I love my mother a lot) 
0.4927 0.6697 0.6369 1 

14 

ৰি খুব হবৰি ভয় কিা নাই 

(He is not much afraid) 
0.4576 0.5034 0.6369 1 

15 

উজ্জ্বে বস্তু  াৰেই হিান নহয় 

 (Not everything that shines is gold) 
-0.4404 0 0.4404 -1 

16 

এখন কৰপ ৰ্কা িা ৰিনু 

(A tremating rainbow) 
0 0 0 0 

17 

উৰেিয নাই, ৰচন্তা নাই, ভাবনা নাই 

(No purpose, no worries, no thought.) 
0.4404 0.4404 0 0 

 

In this study, various methodologies were employed to determine the sentiment polarity 

of Assamese text data. The results obtained indicate whether a given sentence is 

positive, negative, or neutral in sentiment. To evaluate the accuracy of the approach, 

results were compared with those obtained using the VADER tool, which is available in 

English and Bengali languages. For evaluation purposes, Assamese texts were manually 

translated into English, and the sentiment polarity was compared between the translated 

texts and the result of the proposed method. While the English VADER tool 
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encompasses over 7000 words, the proposed Assamese VADER model utilizes only 

around 500 words. This disparity in resources contributes to differences in sentiment 

scores for the same sentence. For instance, consider the sentence "ৰি খুব হবৰি ভয় কিা 

নাই" (He/she is not very afraid). The proposed model assigns a sentiment score of 

0.4576, Bengali VADER assigns 0.5034, and English VADER assigns 0.3412. Despite 

the variation in scores due to limited lexicon resources, the sentiment polarity 

classification remains consistent across all VADER tools and human sentiment 

detection, categorizing the sentence as positive. This example highlights the need for 

expanding the Assamese lexicon to improve the performance of sentiment analysis. 

Translating the entire English VADER lexicon into Assamese, can significantly enhance 

the accuracy and effectiveness of sentiment analysis for Assamese language text data. 

A graphical representation of the scores is given in Figure 3.2. The figure depicts a bar 

chart of the sentiment scores of the statements in three languages, Assamese, Bengali 

and English. 
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Figure 3.2: Bar chart of Comparison of Sentiment Scores in Assamese, English and 

Bengali Vader 

Upon comparing values across all three languages, variations are evident due to the 

differing sizes of lexicons. Despite the limited lexicon resources available for Assamese, 

the proposed Assamese VADER model consistently yields satisfactory results, 

showcasing its effectiveness in sentiment analysis.  

To further validate the results human sentiment assessment was made on the sentences 

used in the model. Figure 3, shows the comparison between the sentiment made by 

humans and those generated by proposed Assamese VADER tool. This comparison is 

presented through a bar graph, highlighting the sentiment polarity for a specific set of 

sentences. Since human sentiment assessments give a more realistic view of the polarity, 

valuable insights into the performance and accuracy in the Assamese Vader tool is 

obtained from this analysis. The comparative analysis offers a comprehensive 
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understanding of how well the proposed model aligns with human judgment, thereby 

validating its reliability and efficacy in sentiment analysis for Assamese language text 

data. 

 

Figure 3.3: Bar chart of Comparison of Sentiment Scores in Assamese with Human 

Sentiment 

 

As illustrated in the Figure, both the sentiment scores obtained from Assamese VADER 

and those manually determined for Human Sentiment show similar trends. However, it's 

important to note that this scenario is based on a limited lexicon for the tool, meaning that 

some variance may occur as the input size increases. This challenge can be addressed by 

expanding the lexicon of the VADER tool, which has the potential to significantly enhance 

performance. 

3.6 Conclusion  

This chapter presents various methodologies for the development of Assamese VADER, 

a sentiment analysis tool modified specifically for Assamese text, by applying 
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modifications to the existing English VADER framework with Bengali VADER as a 

reference. The primary objective was to adapt the English VADER model to accurately 

detect sentiment polarity in Assamese texts using an Assamese lexicon. To achieve this, 

boosting words were used and bigram and trigram techniques implemented to enhance 

the model's performance. The experimental analysis indicates that the proposed Assamese 

VADER model effectively analyzes sentiment in Assamese texts. However, due to the 

limited availability of resources in the Assamese language, initial testing of the model 

with minimal data posed challenges. Nevertheless, significant improvements were 

observed in performance as the size of the manually translated Assamese lexicon 

increased. This underscores the importance of expanding the lexicon with additional 

translated words to further enhance the model's accuracy and effectiveness. Machine 

learning approach for analyzing sentiments is then performed on different set of data and 

explained in next chapter.  

 

 

 

 

 

 

 

 

 



 

 

47 

 

4 

Feature Extraction using TF-IDF 

from Assamese textual data 

The most essential processes in handling text data for performing sentiment analysis is 

feature selection. In machine learning algorithms, the words in the text data that represent 

opinions of people are known as features in text data. This chapter discusses the basic 

feature extraction approaches in Natural Language Processing (NLP) for analysis of text 

written in Assamese. The requirement of feature extraction arises because machine 

learning algorithms cannot operate directly on unprocessed text data. Hence, there is a 

demand to translate text into a matrix or vector of features. Among the different methods 

of feature extraction, the most frequently employed ones are Bag-of-Words (BoW) and 

Term Frequency-Inverse Document Frequency (TF-IDF) . 

Literature review related to TF-IDF technique is discussed briefly in section 4.1. 

Whereas, an summary of the feature extraction is illustrated in section 4.2. The method 

of feature extraction using TF-IDF is explained in section 4.3. Methodology of 

calculating TFIDF for Assamese language are presented in sections 4.4. Results 

obtained are outlined in section 4.5. 
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4.1 Literature Review on related work 

The relationship between the specificity of terms in a document and the exhaustivity of 

its description was initially identified by [52], which gave rise to the concept of TF-IDF. 

Authors of [53] provided a mathematical representation of the intrinsic relation by 

imprinting the IDF as the log of the total number of documents divided by the number of 

documents containing the word. Ever since its inception, TF-IDF has gained popularity 

as a word vectorization method for various natural language processing tasks, including 

keyword extraction, summarization, clustering, and classification. A classification 

approach for Chinese news segments was provided by [54]. Term-Frequencies were 

utilized to construct the news terms database, which was then employed in the classifier. 

Similarly, authors of [55] proposed a classification method to classify Arabic text 

documents where the categorization was done by using TFIDF frequencies to find out the 

index terms, which were then used in the classifier.TF-IDF is also used in the 

classification work for Indian languages. Researchers of [56] work on Bengali text 

classification is noteworthy. Using TF-IDF with dimensionality reduction and 40% of the 

word's frequency, the features were calculated, and the study produced the maximum 

accuracy of 97.78% while classifying sports publications. With the combination of a 

modified TF-IDF and a Support Vector Machine [57], researchers in [58] were able to 

categorize a set of Bengali text texts with 92.57% accuracy. In addition to document 

classification, computation of TF-IDF is also used for processing of different Indian 

languages. In this research area, [59] have done significant work where, they have used 

TF-IDF along with GSS (Galavotti, Sebastiani, Simi) [60] co-efficient. They have used 

the same for calculating the sentence score for extraction of summarization of the input 

data. A summarizer has been developed by [61] where they ranked sentences in 
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accordance to the cumulative TF-IDF values. A comparison is then done between these 

values and the threshold (pre-defined) for finding the subjective terms of a given 

document. TF-IDF technique is used by [62] for vector space modelling the words with 

the cleaned(pre-processed) corpus. Three Dravidian languages viz. Tamil, Telugu and 

Kannada are taken by [62] for evaluating the importance of a word in a given document 

and also to model the vector space model of the vocabulary. Here, they have developed a 

keyword extraction method using TF-IDF. 

With the studied literatures as mentioned above, it is observed that computation of TF-

IDF plays a vital role in different levels of natural language processing tasks.  

4.2 Feature extraction  

In the study of Natural Language Processing (NLP), feature extraction is essential because 

it makes it possible for computers and algorithms to interpret and handle textual input, 

which is essentially made up of words, phrases, and letters. The conversion of text data 

into a numerical representation is necessary as it can be easily understood and used for a 

variety of NLP tasks. Moreover, algorithms and machines are not capable of directly 

interpreting raw text data [63]. 

 

 

 

 

Figure- 4.1: Feature extraction for text analysis 

Feature extraction as shown in the figure- 4.1, is essentially the method of converting 
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textual data into feature vectors which is numeric. A feature vector is a structured and 

understandable numerical representation that captures significant textual information. 

Machine learning models and algorithms use these feature vectors as input, which enables 

them to recognize patterns, anticipate outcomes, and carry out tasks based on the 

properties of the text data. 

4.3 Term Frequency-Inverse document Frequency TF-IDF 

The TF-IDF algorithm assesses the importance of a word within a document or corpus. 

When a term or phrase appears frequently in one document but rarely in others, it is 

considered valuable for classification as it can effectively differentiate between classes. 

Initially proposed by [52,64] TF-IDF is a statistical measure widely used in information 

retrieval and natural language processing. It evaluates the significance of a specific word 

in a document relative to the entire corpus. The underlying principle of TF-IDF is that a 

term that is common in a single document but uncommon across the corpus carries greater 

meaning than a word that is common in both the document and the corpus. TF-IDF relies 

solely on word frequency and does not consider the contextual meaning of the words.  

Term frequency: It indicates how frequently a term appears throughout the document. It 

might be interpreted as the likelihood of discovering a term within the material. It 

computes the number of times a term “t” appears in a document “d”, relative to the total 

number of terms in the document “d”,. The formulation is given in equation 4.1, as 

follows [64] :  

𝑓𝑡,𝑑 =
𝑁𝑜.𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑡  𝑜𝑐𝑐𝑢𝑟𝑠 𝑖𝑛 𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛  𝑑
  .........  (4.1) 

Where, 𝑓𝑡,𝑑  is the frequency of the term t in document d. 
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For e.g. if a term “t” occurs 30 times in a document having 300 total words, then 

Term Frequency of “t” can be calculated as  

𝑇𝐹 =
30

300
 =0.1 

Inverse Document Frequency (IDF): The inverse document frequency is a measure of 

how unusual or common a term is across all documents in the corpus. It emphasizes words 

that appear in very few documents across the corpus, or in plain terms, uncommon words 

have a high IDF score. IDF is a log-normalized value obtained by dividing the total 

number of documents 'D' in the corpus by the number of documents containing the term 

't' and taking the logarithm of the overall term [64]. 

𝑖𝑑𝑓(𝑑, 𝐷) = 𝑙𝑜𝑔
|𝐷|

{𝑑∈𝐷:𝑡∈𝑑}
  ..................(4.2) 

|𝐷|is the total number of documents in the corpus,  𝑑 ∈ 𝐷: 𝑡 ∈ 𝑑 is the count of 

documents in the corpus, which contains the term ‘t’. Since the ratio inside the IDF's log 

function must always be larger than or equal to one, the value of IDF (and consequently 

TF-IDF) is greater than or equal to zero. When a term appears in a large number of 

documents, the logarithmic ratio approaches one and the IDF approaches zero.  

For e.g, if there are total 3000 documents where only 300 documents contain the term “t”, 

then Inverse Document Frequency (IDF) of the term ‘t’ can be calculated as  

𝐼𝐷𝐹 = 𝑙𝑜𝑔
3000

300
= 1 

Term Frequency - Inverse Document Frequency (TF-IDF) is the combination of TF and 

IDF. 

𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) = 𝑡𝑓(𝑡, 𝑑) × 𝑖𝑑𝑓(𝑑, 𝐷) ...............(4.3) 
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For the example mentioned above, TFIDF will be calculated as, 

𝑡𝑓𝑖𝑑𝑓 = 0.1 × 1 = 0.1 

 

A phrase with a high frequency in a document but a low frequency in the corpus has a 

high TF-IDF score. For a word that appears in practically all documents, the IDF value 

approaches zero, bringing the TF-IDF closer to zero. The TF-IDF value is high when both 

IDF and TF values are high, which indicates that the term is rare throughout the document 

yet frequent within it. Let us use one example to better understand this: 

1. Data science is interesting 

2. Data science is excellent 

3. Excellent topic 

Each sentence in this example represents a separate document. Following table shows the 

calculations of TF-IDF. 

Table-4.1 Calculations of TF-IDF 

 

It is seen that the term 'topic' and ‘interesting’ as rare (i.e. appears in only one document) 

as other terms, and so has a higher TF-IDF score. If a word is used repeatedly and appears 

in every document, it will eventually have a higher frequency of occurrence and a greater 

SL No. Data Science Interesting Excellent Topic 

1 (1/4)×log(3/2) 

=0.044 

(1/4)×log(3/2) 

=0.044 

(1/4)×log(3/1) 

=0.119 

0 0 

2 (1/4)×log(3/2) 

=0.044 

(1/4)×log(3/2) 

=0.044 

0 (1/4) ×log (3/2) 

=0.044 

0 

3 0 0 0 (1/2) ×log(3/1) 

=0.238 

(1/2)×log(3/1) 

=0.238 



 

 

53 

 

value, which will make that word appear more frequently in sentences and be adverse to 

our analysis. Through the normalization of words that are frequently used in the collection 

of documents, TF-IDF aims to represent a word's significance to its document or phrase. 

4.4 Methodology 

This research approach to TF-IDF (Term Frequency-Inverse Document Frequency) 

extraction from documents is based on the standard procedures that computers utilize to 

model language. The following steps are used to assess a document's word importance. 

 

4.4.1 Pre-processing 

Data pre-processing involves various steps as this prepares the input raw textual data for 

further analysis. In other words, processing of raw data involves the conversion of the 

texts into single words or phrases. Additionally, removal of stop words, special characters 

etc which hold no meaningful context to the analysis, also needs to be done in the pre-

processing steps. 

Tokenization of the text data is done using the tokenization function available in the 

Natural Language Tool Kit (NLTK) library of Python package [65]. This includes 

converting the text data into single words known as tokens. The tokenized data is then 

further used for the next phase of pre-processing i.e. stop word removal. Stop words, or 

words that appear frequently in a language but usually have little value in the context of 

text analysis, are usually removed during the preprocessing step of natural language 

processing tasks. As there is no pre-defined function in the python programming 

environment for removing stop words, special characters etc. from the Assamese 

language, attempts were made to create a new function that could perform the 

aforementioned pre-processing task. The purpose of building the function is to remove 
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stop words from an Assamese text document. The function helps to simplify the text data 

and gets it ready for additional processing or analysis by eliminating stop words. The 

function reads the ‘stop word’ file to obtain the list of stop words. The stop words that 

have been used in this work has been collected on request from the Indian Language 

Technology Proliferation & Deployment Centre (TDIL-DC), for the Assamese language.  

The input text is tokenized during preprocessing and then linked with the user collected 

stop words list. Words which are included in the list of collected stop words are eliminated 

from the text and the words which are then left are tokenized for additional handling. This 

procedure aids in making sure that, during further analysis, only those terms are 

considered which holds meaningful contexts. 

 

4.4.2 Computation of Term Frequency (TF) 

For computing Term frequency, as discussed in the previous section, user-built function 

is used. The objective of building this function is to calculate the term frequency (TF) of 

words from pre-processed data. Term frequency counts how often a word is seen to 

appears in a given document from all the terms in the document. A word's TF is 

determined by using the equation no 4.1. Each word in the document undergoes this 

computation, producing a dictionary with every word linked to its matching term 

frequency value. Finally, the function returns this dictionary as its output, which contains 

the TF values for every word. 
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4.4.3 Computation of Inverse Document Frequency (IDF) 

 

As explained earlier, IDF calculates a word's significance over a corpus of given 

documents. The inverse document frequency (IDF) of a word in a list of documents is 

determined by using the function named IDF. A list of documents, each represented as a 

dictionary of word frequencies, is fed into the function. It starts by setting all values to 

zero and initializing an IDF dictionary with keys derived from the words in the first 

document. The IDF dictionary is then updated by iterating through each document in the 

list and increasing the number of documents that include each term. The function first 

counts the document frequency for each word and then divides the total number of 

documents (N) by the word's document frequency to get the IDF value for each word. 

The equation no 4.2 is used for calculating the IDF. 

  

4.4.4 Computation of TF-IDF 

 

The TF-IDF score is calculated after the term frequency (TF) and inverse document 

frequency (IDF) for each word in the document is obtained. The TF score, which indicates 

how frequently a word appears in the document, is multiplied by the IDF score, which 

reflects the word's relevance across all texts in the corpus. The method of calculating the 

TF-IDF score is as simple as multiplying a word's Term Frequency score by its matching 

IDF value. For every word in the text, this procedure is carried out again. The generated 

TF-IDF scores are then kept in a different dictionary, where each word has a 

corresponding TF-IDF score that has been calculated. In conclusion, the TF-IDF score 

indicates a word's relative importance within a given document compared to the entire 

corpus. This method weights often occurring words that may not have as much semantic 
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relevance to help locate terms that are unique or extremely significant to a particular 

article. The following simple formula is used to compute the same 

   TF-IDF = TF × IDF      .............(4.4) 

TF-IDF (Term Frequency-Inverse Document Frequency) is a method used to measure the 

importance of a term i.e a word  in a document relative to its occurrence across a corpus. 

In a given example of a movie review containing 1000 words with the term "Awesome" 

appearing 10 times, the TF value is found as 0.01. Considering the term "Awesome" 

appears 1000 times in a given corpus of 1 million reviews, the IDF value is approximately 

3. Multiplying the TF and IDF values yields the TF-IDF value of 0.03. This value signifies 

the significance of the term "Awesome" within the specific review compared to its 

occurrence across the entire corpus [66]. 

4.5 Results and discussion 

 

The functions implemented here in the experimental work are designed to handle a different 

type  of tasks, including pre-processing and computing TF-IDF values, with inputs tailored 

to each specific task. These functions are engineered to produce calculated values as 

outputs, which are then utilized in subsequent stages of basic NLP tasks. The experimental 

methodology is carefully structured, beginning with the analysis of smaller text units such 

as sentences and gradually scaling up to larger units such as paragraphs and entire 

documents. The textual data used for experimentation is sourced from the Assamese 

General Text Corpus, which was obtained from the Indian Language Technology 

Proliferation & Deployment Centre (TDIL-DC). Specifically, the sentences under 

examination are extracted from an Assamese non-fiction text titled 'Axomiya Uponyasor 

Bhumika', which is part of the aforementioned corpus. The experimental findings are 
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presented through a series of figures 4.2 to 4.5. It is noted that as the size of the dataset 

increases, the execution time of the program also increases. However, the results obtained 

are satisfactory, confirming the program's ability to handle an arbitrary number of 

documents and compute the TF-IDF values of the words contained therein, demonstrating 

its scalability. 

 

 

 Figure-4.2 TF-IDF value for two sets of sentences 

 

Figure-4.3 TF-IDF value for words of two consecutive paragraphs (taken from one file) 
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Figure-4.4 TF-IDF value for the words of one file 

 

Figure-4.5:  TF-IDF value for the words of two different files 

The results that are obtained are encouraging and could be used to a number of Natural 

Language Processing (NLP) applications, such as document categorization and sentiment 

analysis. It is remarkable to notice, though, that TF-IDF values of some words are 

observed high in conjunction with an increase in documents, while other words show a 

different value. This finding clarifies the presence of particular terms that occurs 

frequently in documents, leading to greater TF-IDF scores. 
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This chapter presents a new approach to TF-IDF feature vector computation that is 

customized for texts written in Assamese. This method attempts to enable more complex 

Natural Language Processing (NLP) tasks, such as sentiment analysis, document 

categorization, and text summarization, through experiments carried out on an Assamese 

corpus file. The suggested methodology allows for additional NLP tasks by computing 

TF-IDF features for Assamese texts. TF-IDF vectors offer important insights into the 

relevance of particular phrases in various contexts by capturing the significance of words 

within documents about the overall corpus. 

TF-IDF features is computed for texts written in Assamese allow for the pursuit of 

numerous NLP applications. Sentiment analysis, for example, can be used to identify the 

sentiment expressed in Assamese documents, which can help with interpreting social 

media sentiments, consumer feedback, and public opinion. Overall, the suggested method 

for calculating TF-IDF feature vectors for texts written in Assamese opens up possibilities 

for a range of complex NLP tasks, improving the data analysis and interpretation of 

Assamese language including the usage of text data for machine learning algorithms. The 

input textual data written in Assamese can be conveniently used as vector forms, by the 

various machine learning classifiers to perform any kind of advanced NLP tasks. Machine 

learning based sentiment analysis is discussed in the next chapter, where input data is 

vectorized using TFIDF feature extraction techniques  
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5 

Sentiment Categorization of 

Assamese Textual Data Using 

Supervised Machine Learning 

Approach with Combined 

n-gram and TF-IDF Feature 

 

 

A supervised machine learning based sentiment analysis of textual data is presented in 

this chapter. Sentiment categorization is considered as the major applications in the field 

of text analysis. It involves detecting the state of mind or viewpoint conveyed in textual 

material, including whether a piece of text contains neutral, positive, or negative 

sentiments. Text analysis or text classification, is a fundamental process in natural 

language processing (NLP) that requires labeling or classifying texts according to their 

content. Product reviews, social media monitoring, customer feedback analysis, political 

analysis, and brand monitoring are just a few of the fields in which sentiment analysis 
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finds use. It helps organizations in understanding feedback from customers, identifying 

common issues, and enhancing the consumer satisfaction. Sentiment analysis basically 

helps businesses to better understand consumer opinions from textual data and make data-

driven decisions to improve goods and services. Sentiment analysis of review data using 

machine learning involves employing algorithms to examine and classify text reviews 

according to the sentiment they express. Sentiments are categorized as positive, negative 

and neutral using different machine learning techniques. Assamese, a language primarily 

spoken in northeastern India, has been used as the input textual data in this research study. 

Since, benchmark datasets in this language are limited and not usually available, (in 

contrast to other Indian languages like Hindi, Bengali, Kannada, Tamil, Telugu, etc.) the 

dataset used in this study was created by translating available Bengali resources into 

Assamese using Google Translator. For the sentiment analysis, a range of supervised 

machine learning methods are used, such as Support Vector Machine, Decision Tree, 

Multinomial Naive Bayes, K-nearest neighbor and Logistic Regression. Term Frequency-

Inverse Document Frequency (TF-IDF) (as explained in chapter 4) and n-gram are the 

type of feature extraction techniques which are used to process the data. The experimental 

results obtained show that the Unigram model outperforms higher order n-gram models. 

Additionally, Multinomial Naive Bayes and Support Vector Machine produced results 

with above 90% accuracy in the sentiment analysis of Assamese textual data collected 

from different domains. These findings demonstrate that the proposed model is effective 

for sentiment categorization in Assamese textual data, irrespective of domain 

specialization. 

A brief Literature review on related work on machine learning based sentiment analysis 

is provided in section 5.1. Proposed SA using Supervised ML is mentioned in section 
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5.2. Methodology used to implement the proposed work is explained in section 5.3. 

Using Assamese language dataset, proposed model for SA in Assamese language is 

elaborated in section 5.4. Results and analysis along with conclusion this chapter is 

illustrated in section 5.5 and 5.6 respectively. 

5.1 Literature review on related work 

As early as 2000, sentiment analysis was mainly developed for the use of computational 

linguistic research [4]. When sentiment analysis was first developed, researchers used 

primarily written documents. However, the increase in online database that contain texts, 

tweets, blogs, news stories, reviews, and so on has prompted researcher working on 

sentiment analysis to use fast computational techniques to do the same. Various methods 

are employed to fulfill the purpose, including NLP, statistical analysis, and machine 

learning techniques [67]. People use websites and social media to talk about different 

things, like movies, books, news, politics and business and share their thoughts and 

opinions. 

It can be difficult to manually process enormous amounts of data for analysis. This is 

where sentiment analysis, becomes a very useful tool. SA research in natural language 

processing (NLP) has advanced to the point that it can now analyze text material 

methodically by automatically identifying and categorizing the sentences that are 

contained in the text. Researchers and analysts can process large amounts of textual data 

quickly and effectively with SA by using machine learning algorithms and statistical 

techniques. This gives the researchers an insights into the attitudes, sentiments and 

opinions of individuals or groups towards different topics, products, services, or events. 

Consequently, SA has developed into a vital tool for companies, scholars, and 
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organizations looking to collect insightful information from huge text collections. 

Sentiment analysis, also called opinion mining, investigates people's feelings and 

thoughts about specific entities [68-78]. It finds applications in various other areas, such 

as analyzing and predicting user opinions, devising marketing strategies, and forecasting 

stock market trends [76].  

As technology and digital platforms continue to advance rapidly, there has been a growing 

emphasis on analyzing large databases and text repositories through the expertise of 

natural language processing and sentiment analysis. Extracting sentiments from this huge 

amount of information requires the ability to effectively assess and interpret data in order 

to gain insight into consumer attitudes and opinions [72]. Several languages, including 

Chinese [77,78], Spanish [79] French [80] and numerous Indian languages, such as 

Bengali [81], Hindi [82], Tamil [83], Telugu [84], Malayalam [85,86] etc., have seen a 

large number of sentiment analysis studies carried out in them.  

The research on sentiments analysis (SA) in Assamese is very less, although it being a 

widely spoken language in northeastern India. Furthermore, there are very limited 

resources available in Assamese to be used for research in this domain. Sentiment analysis 

in low-resource languages like Assamese suffers greatly by this lack of resources, mostly 

because of the insufficient availability of datasets. As a result, there is comparatively very 

little research done specifically on the analysis of sentiment in Assamese text data, 

keeping the subject of sentiment analysis in Assamese underdeveloped. A domain-

specific sentiment classifier needs a lot of labelled data to be trained in order to produce 

predictions that are correct. This extensively labeled data set requires a lot of resources 

and time to create [87]. The necessity to assess variety of opinions in social media, 

consumer reviews, and other text sources has called for the rise in popularity of sentiment 
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analysis in various regional and vernacular languages. The recent trend in these studies 

have been effectively conducted using conventional machine learning techniques.  

In recent years, research on sentiment analysis of review data has gained popularity. This 

section has covered related work on sentiment categorization. Numerous contexts, such 

as product reviews, movie reviews, and customer feedback reviews, have all been 

researched in relation to sentiment categorization [88,82]. The majority of these studies 

have up till now concentrated on teaching machine learning algorithms to categorize 

reviews [89]. The authors of [89] conducted an experiment in which they divided attitudes 

into two categories: positive and negative, using a dataset of movie reviews. The n-gram 

technique has been utilized to perform SA utilizing three machine learning techniques: 

NB, SVM, and DT. It is found that NB performs worse than the other two algorithms 

when it comes to identifying the sentiments expressed in the texts. Authors in [90] have 

used SVM to classify sentiment in a dataset of movie reviews. Here, SA using a unigram-

based feature model has been performed and the results are compared to previous works 

using k-fold cross-validation with k = 3,10. Researchers in [91] used SVM to perform SA 

on movie reviews while taking context valence shifters into account. It is found that 

including context valence shifters increases the system's accuracy. To increase the 

number of words in the term count method, authors have also used General Inquirer and 

Choose to Right Word. They implemented unigrams, bigrams, and adjectives as features 

for the machine learning algorithm and achieved an 86.2% accuracy using context valence 

shifters. In [92], authors used three different machine learning classifiers NB, SVM and 

the n-gram model to perform SA on travel blog reviews. Using three-fold cross-validation 

in the experiments, it is observed that SVM and n-gram models outperform NB. In [93] 

authors used blogs, forums, and online reviews in English, French, and Dutch to conduct 
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sentiment analysis (SA). Using unigrams as features, they implemented machine learning 

techniques like Maximum Entropy (ME), SVM, and Multinomial Naive Bayes, with 

reported accuracy for English, French, and Dutch using unigrams as features of 83%, 

68%, and 70%, respectively. Using Artificial Neural Network (ANN) and SVM machine 

learning methods, the authors of [94] carried out document-level sentiment classification 

on product and movie reviews. Here, sentiment is divided into two classes as  positive 

and negative feelings using a bag-of-words approach. Sentiment categorization was 

carried out in [95] by authors using Twitter data sets, including the Obama-McChain 

Debate, SentiStrength Twitter data set, Sanders, and SemEval. To do sentiment analysis, 

they employed four well-known machine learning algorithms: Naïve Bayes (NB), 

Decision Tree, K-Nearest Neighbor (kNN), and Support Vector Machine (SVM). n-gram, 

Medical Research Council (MRC), Linguistic Inquiry and Word Count (LIWC), Apache 

OpenNLP toolkit, and Stanford Part-Of-Speech (POS) tagger have all used for text-to-

feature vector conversion.  

Tweet SA was carried out by [96], where information acquisition, diagrams, and object-

oriented extraction approaches make up the feature set for the application of NB and 

SVM. Researchers in [97] performed SA on tweets at the global and aspect levels in the 

Spanish language. A graph- based algorithm to extract the features and polarity lexicons 

to determine the sentiments has been used in this paper. The authors of [98] talk about 

using sentiment analysis to analyze Hindi movie reviews. Additionally, using a dataset of 

Bengali tweets, the authors in [99] developed a Bangla sentiment analysis model. Using 

Multinomial Naive Bayes and SVM classifiers using a feature set that included N-gram 

and SentiwordNet features, they classified the sentiment polarity conveyed in tweets. The 

created model showed that on the Bengali tweet dataset, an SVM classifier trained with 
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unigram and Sentiwordnet features outperformed other classifiers. In order to produce a 

favorable and negative review, aspect-based mining finds the element of a sentence and 

the user's opinions on these aspects [100]. The authors in [100] provide a novel approach 

where they created TF-IDF vectors for Assamese text. Within the news arena, authors in 

[101] created a sentiment polarity classification model for the low-resource Assamese 

language. Lexical elements including verbs, adverbs and adjectives are included in their 

model. An improved F1-score on the benchmark dataset indicates that the generated 

model performs better than the baseline. Due to the increasing need to understand feelings 

found in social media, consumer reviews, and other text sources, SA in Assamese is in 

high demand, just like it is in any other language. The focus of researcher [102] is doing 

SA on texts written in Assamese. Their study builds on the "Bengali-Vader" framework 

to modify the popular sentiment analyzer "Vader" into Assamese. 

5.2 Proposed SA using Supervised ML 

In order to begin this research project, there is a prerequisite of a corpus of labeled 

Assamese data. An empirical investigation of sentiment analysis on collected labeled 

Assamese text data from different web resources, is presented in this research work which 

can enable further sentiment analysis. In this study, a supervised learning model is 

developed to classify text data into positive and negative sentiments, specifically written 

in Assamese. For sentiment analysis, traditional machine learning (ML) techniques are 

used because of their adaptability and capacity to support extensive testing and analysis. 

This study uses a variety of traditional machine learning classifiers, including Random 

Forest (RF), k-nearest neighbors (kNN), Support Vector Machine (SVM), Naive Bayes 

(NB), Decision Tree (DT). Using the best possible combination of TF-IDF and n-grams 

for feature extraction from the labelled texts, these classifiers are trained and tested on 
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labeled datasets. Thus, the machine leaning algorithms are enabled to make accurate 

sentiment polarity predictions from the given texts collected from two different domains. 

5.2.1 Classification techniques 

For sentiment classification, this research has employed a variety of machine learning 

algorithms namely SVM, MNB, DT, KNN and RF. The various classification algorithms 

utilized in this research are briefly explained in the following sections.  

A. Decision Tree (DT) 

A supervised learning method for both regression and classification is decision tree 

analysis. It divides data iteratively until the leaf nodes have the fewest records by 

hierarchically dividing it according to conditions placed on its properties. Classification 

is then based on the class label that has the majority in the leaf node [84]. For both 

classification and regression tasks, this is a very effective supervised learning techniques. 

It constructs a tree structure that resembles a flowchart, with each internal node indicating 

a test on an attribute, each branch designating a test result, and each leaf node (terminal 

node) containing a class name. It is a powerful supervised machine-learning approach that 

may be applied to regression and classification issues equally. It is among the most 

efficient algorithms [28,103].  

B. Logistic Regression (LR) 

Estimating a logistic model's parameters, like the coefficients in the linear combination, 

is done using logistic regression, commonly referred to as logit regression. Binary logistic 

regression makes up this kind of regression analysis, in which the independent variables 

might be continuous or binary values. As "0" and "1" in turn, the dependent variable is 
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also a binary indicator. Because the logistic function turns the log-odds into a probability, 

the associated probability of the "1" value will therefore fall between 0 and 1[104,105]. 

C. Multinomial Naïve Bayes (MNB) 

One of the most fundamental and popular classification models in machine learning is the 

Naive Bayes classifier. Based on the fundamental concepts of the Bayes Theorem, it 

performs under the strong basis of feature independence, which streamlines the 

calculation process without compromising useful outcomes [106]. A method for updating 

probability in the context of new information is provided by the Bayes theorem. It is 

expressed as: 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴) × 𝑃(𝐴)

𝑃(𝐵)
. . . . . . . . . . . . (5.1) 

Where, 𝑃(𝐴|𝐵) refers to the probability of event A given that event B has occurred. 

𝑃(𝐵|𝐴) refers to the probability of event B given that event A has occurred. 

The probabilities of events A and B are denoted by P(A) and P(B), respectively. 

Using the assumption that terms occur independently, Multinomial Naïve Bayes (MNB) 

is a probabilistic classifier based on the Bayes theorem. When using Bayesian 

classification, a hypothesis is formed that a given set of data is part of a sentiment analysis 

system for a particular class, and the likelihood that the hypothesis is correct is evaluated 

[106].  

If a review data contains N number of sentences, where each sentence contains ‘T’ 

number of terms such that  Si={t1, t2, t3...............tT}, where Si  indicate the collection 
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of N sentences. Now the probability of Si to occur in class Ck is calculated by the equation 

given below: 

𝑃(𝐶𝑘|𝑆𝑖) = 𝑃(𝐶𝑘) ∏ 𝑃(𝑡𝑗|𝐶𝑘) . . . . . . . . . . . . . . . . . . . . . (5.2)

𝑇

𝑗=1

 

Here, 𝑃(𝐶𝑘|𝑆𝑖)  refers to the conditional probability of the term tj  to occur in a sentence 

of class Ck , and 𝑃(𝑡𝑗|𝐶𝑘)   refers to the prior probability of a sentence occurring in a class 

Ck . P(𝑡𝑗|𝐶𝑘) and 𝑃(𝐶𝑘)  are being calculated from training data.   

D. Support Vector Machine (SVM) 

The basic idea behind SVMs is to find the linear separators in the search space that may 

most effectively divide the various classes [106]. SVMs are the best option since text is 

sparse, meaning that only a small number of features are important but are frequently 

connected with one another. Additionally, text categories are usually structured in such a 

way that it facilitates linear separability. Thus, SVMs can process text data with ease, 

extracting relevant characteristics and correlations and classifying data into groups using 

the best possible hyperplanes [3]. Support Vector Machines are widely used in text 

classification due to their ability to function in high-dimensional spaces, relevance to all 

features, robustness in sparse sample sets, and linear separation for most problems. SVM 

outperforms other machine learning algorithms for determining people's opinions from 

text [107]. A hyperplane serves as the SVM's decision surface in linearly separable space. 

Text file reviews must be translated to numeric values before being classified using SVM, 

which requires input only in numerical vector forms. After converting the text file to a 

numeric vector, a scaling step may be performed to help manage the vectors and maintain 

them within the range of [1, 0]. 
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E. K-Nearest Neighbor (kNN) 

The sentiment analysis task may be assigned to the kNN (k-Nearest Neighbors) classifier 

because of its simplicity in binary classification tasks and its performance with enormous 

data sets. Sentiment analysis is a problem of binary classification in which text is 

classified as either positive or negative. By comparing fresh data points with existing 

ones, the kNN algorithm determines a label based on the majority of the closest neighbors. 

To train the classifier to differentiate between positive and negative feelings, a manually 

generated training set is employed. With all factors taken into account, the kNN classifier 

seemed an appropriate choice for sentiment analysis in this case due to its versatility, ease 

of use and efficacy in binary classification tasks. It could also manage massive volumes 

of data. 

F. N -gram model 

The continuous sequence of n items from a particular text sample is known as an N-gram. 

Based on the application, the elements may be base pairs, words, or letters [108]. It is a 

technique for verifying "n" successive words or sounds from a given text sequence. This 

model facilitates in the prediction of the succeeding entity in a series. The n-gram model 

in sentiment analysis aids in determining the text's or document's sentiment. Unigram, 

bigram, trigram and so on are examples of higher n-grams where n=1,2,3 and so on 

respectively [109] 

An example of a typical statement would be "I am an NLP researcher." 

• Its unigram: ‘I’, ‘am’, ‘an’, ‘NLP’, ‘researcher’, where a single word is considered. 
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 • Its bigram: ‘I am’, ‘am an’, ‘an NLP’, ‘NLP researcher’, where a pair of words are 

considered.  

• Its trigram: ‘I am an’, ‘am an NLP’, ‘an NLP researcher’, where a set of words having 

a count equal to three is considered 

5.3 Methodology 

In this section, the sentiment classification technique utilized in this study is elaborated. 

The dataset comprises text reviews from two different domains which are movies reviews 

and restaurant reviews. However, to employ machine learning algorithms for sentiment 

classification, text reviews need to be converted into numerical matrices. This involves 

extracting Unigram, Bigram, and Trigram features from cleaned texts. The TF-IDF 

vectorizer is then used to transform each text document into a numerical vector. These 

vectors are then fed into supervised machine learning algorithms for sentiment 

classification, requiring a labeled input dataset. 

This study employs various supervised machine learning classifiers which includes 

Decision Tree (DT), Logistic Regression (LR), Support Vector Machine (SVM), 

Multinomial Naïve Bayes (MNB) and K Nearest Neighbor (kNN). The performance of 

these classifiers is evaluated using statistical measures such as Confusion Matrix, 

precision, recall, and F1 score. This comprehensive analysis enables the identification of 

the most effective classifier for sentiment classification in the dataset [66].  
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Confusion Matrix: 

The parameter of confusion matrix, used to evaluate the performance of the proposed 

model is shown in Table 5.1. 

Table-5.1: Confusion Matrix Parameters and their meanings 

TP It represents the reviews which are positive and the classifier also classifies the reviews 

as positive  

FP It represents reviews which are positive, but classifier classifies the reviews as negative 

TN It represents the reviews which are negative and the classifier also classifies the reviews 

as negative 

FN It represents the reviews which are negative and the classifier also classifies the reviews 

as positive 

As shown in Table 5.1, a comparative analysis of labels of different classes is done using 

four different terms which are, true positive (TP), false positive (FP), true negative (TN), 

and false negative (FN). Based on the values of parameters obtained from the confusion 

matrix, other performance measuring attributes of the classifier such as Accuracy, F-

measure, precision, and recall are calculated as given in Table 5.2. 

Table-5.2: Performance evaluation parameters  for Machine Learning classifiers 

Performance 

measure 
Description Formula 

Accuracy 
Accuracy measures the fraction of appropriately 

classified samples. 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

Precision 
It is described as the proportion of Truely 

predicted positive cases. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 
It represents the proportion of correctly 

identified positive cases. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1 score 
It is given by harmonic mean and computes the 

average of precision and recall. 

2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
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5.4 Proposed model for SA in Assamese language 

 

Figure 5.1 below shows the operation of a proposed SA system for the Assamese 

language. It is divided into the following Sections: ‘Data collection’, ‘Data preparation 

and Data Cleaning’, ‘Feature Extraction’, ‘Classification’ and finally ‘Model Testing’. 

 

 

Figure-5.1: Proposed model of sentiment analysis 

Step:1 Data Collection:  

Because of the absence of a benchmark dataset, research in the field of Assamese 

language NLP is currently facing significant obstacles. Recently, it has been noted that to 

achieve their individual objectives, researchers are collecting data from different online 

sources. Additionally, researchers are utilizing translation tools to create Assamese 
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datasets from existing standardized benchmark datasets which are currently available in 

a range of other languages. In this research study, an Assamese corpus was prepared by 

employing the Google Translate to available Bengali datasets. In this work initially, a 

labelled dataset of Bengali restaurant reviews of around 1400 reviews are collected from 

diffrent social media groups where customers provide food and restaurant reviews 

[110,111]. Also, a labelled data set of around 2,000 movie reviews [112,113,114] is 

collected for this presented research work which is then translated through Google 

translator. 

Step:2 Data Preparation & Data Cleaning 

In this step data are pre-processed and cleaned for further processing. The pre-processing 

step involving tokenization, stop word removal, removal of punctuations etc. have been 

done. Thus, pre-processed data are cleaned by removing unnecessary symbols, tokens and 

numbers from the review texts. 

Let (say) a training set  R = {r1, r2, r3, ..., rn} contains  ‘n’ number of training reviews. 

Here, each review contains either positive or negative sentiment, denoted by the letters 

Cp and Cn respectively. A word vector W[] = {w1, w2, w3, ....., wl} represents a review ' ri 

' with 'l' number of words. To remove inconsistencies from the dataset, all reviews are 

preprocessed. To remove the words 'wi', which have no contribution in determining 

whether a review 'ri' conveys positive (Cp) or negative (Cn) sentiment, a stop words list 

S[] = {s1, s2, s3, ..., st} with 't' stop words has been developed. Removal of stop words 

from a review is done by removing stop words s1, s2, s3, ..., st which are in the stop words 

set “S”. Conjunctions, prepositions, interjections, pronouns, suffixes, and prefixes are all 
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examples of stop words. Some sample stop words in the Assamese language are given in 

Table 5.3. 

Table- 5.3: Sample list of stop words 

 

 

 

  

 

A sample of cleaned data is shown below: 

Movie Dataset: 

Original:   নাটকখন ভাল লাগিল, দৰ্ শকক এননকুৱা সুন্দৰ নাটক গদযাৰ বানব ধনযবাদ। 

Cleaned:   নাটকখন    ভাল    লাগিল     দৰ্ শকক   সুন্দৰ    নাটক     ধনযবাদ 

Here, stop words and punctuations like ‘এননকুৱা’,  ‘গদযাৰ’   and ‘বানব’     respectively 

which are removed from the original review. 

Restaurant Dataset: 

Original: হকৱে  খাদযই  বি  ভাৰেই  নহয়  ঠাইখৰনা  ভাে  আৰু  দৃিযৰ াও  আচৰিত।  দৃিযৰ া  

হ াি  বি ভাে োৰগ। 

Cleaned: হকৱে  খাদযই  বি  ভাৰেই  নহয়  ঠাইখৰনা  ভাে  দৃিযৰ াও  আচৰিত  দৃিযৰ া   বি  ভাে 

Stopwords Type examples 

s1 Pronoun আপুৰন 

s2 Preposition ওপিত 

s3 Interjection বাহ   

s4 Conjunctions আৰু 
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Here, stop words like ‘আৰু’,  ‘হ াি’,  ‘োৰগ’, respectively are removed from the original 

review. The final dataset prepared thus consists of two columns namely ‘Reviews’ and 

‘Sentiment’. Where, reviews are listed under ‘Reviews’ column and sentiments are listed 

under ‘Sentiment’ column labelled as positive and negative. Sample dataset template is 

shown in Table 5.4 and Dataset statistics is summarized in Table 5.5.  

Table- 5.4: Dataset Template 

Index Reviews Sentiment 

1 Review 1 Positive 

2 Review 2 Positive 

..
 

..
. 

…
 

N Review N Negative 

 

Table-5.5: Dataset Summery 

 

An 80-20 ratio was used to split the dataset into training and testing sets, with 80% of the 

data used for training the model and 20% for evaluating its performance. This method 

ensure that the model can generalize its performance on unknown data and has enough 

data to learn from. 

 

Sl. 

No. 

Reviews Total 

Reviews 

No. Reviews No of words Unique words No. Documents 

Positive Negative Positive  Negative  Positive  Negative  Positive  Negative  

1 Movie 

dataset 

1990 977 1013 6432 6416 1470 2007 974 995 

2 Restaurant 

dataset  

1401 637 764 5669 14262 1449 3984 561 745 
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Step:3. Feature selection methods: 

Natural Language Processing (NLP) tasks such as texts analysis, retrieval of important 

information opinion mining etc. uses various feature selection methods. Among various 

feature selection methos Term Frequency and Inverse document frequency (TF-IDF) is a 

commonly used one.TF-IDF method is capable of estimating the relevance of a given 

word to that of a given document by calculating the probability of appearance of a word 

in the same document. 

Basically, the higher value of TF-IDF for a word indicates the greater importance of the 

same word in the text [100]. In this work, reviews of the corpus are tokenized to prepare 

a vocabulary of Assamese terms.  

"TF-IDF": The suggested model uses n-gram and frequency-inverse document frequency 

statistics as features. Here, used “TF-IDF” statistic is written as 

𝑡𝑓 𝑖𝑑𝑓 (𝑤, 𝑟) = 𝑡𝑓(𝑤, 𝑟) log 𝑁|{𝑟€𝑅 ∶  𝑤€𝑟}|. . . . . . . (5.3) 

 Here, 𝑡𝑓 𝑖𝑑𝑓 (𝑤, 𝑟) = value of word ‘w’ in review ‘r’. 

           𝑡𝑓(𝑤, 𝑟) = frequency of word ‘w’ in review ‘r’.  

           N = total number of reviews.  

     |𝑟€𝑅 ∶ 𝑤€𝑟}| = number of reviews containing ‘w’. 

Step:4. SA using Machine Learning: 

This research study has considered account various machine learning techniques, 

including MNB, SVM, and DT, LR, k-NN to classify the sentiments of reviews written 

in Assamese reviews of restaurants and movies are two distinct categories of data utilized 
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for the same purpose. Since the goal of the suggested model is to categorize the reviews, 

classification is the most significant component of the system. The retrieved features from 

the reviews are utilized to train the suggested model, which can classify reviews as 

positive or negative.  

In this research work, number of experiments is done on textual reviews collected from 

the movie and restaurant genre. They are then evaluated using various traditional machine 

learning classifiers namely MNB, SVM, LR, DT, kNN. Using three different n-gram 

models (unigram, bigram, and trigram) on a review dataset, the experiments in this work 

aimed to examine the performance of machine learning classifiers in sentiment analysis 

tasks. In this work, we efficacy of machine learning classifiers in sentiment analysis tasks 

is investigated by conducting tests on a review dataset using three distinct n-gram models: 

unigram, bigram and trigram. Unigrams, which stand for single words, are the simplest 

type of textual data. By identifying word co-occurrences, bigrams, which take into 

account pairs of consecutive words and trigrams which take into account sequences of 

three consecutive words offer further context. Observations are made on how efficacy 

and accuracy of sentiment analysis are affected by different levels of textual context, by 

comparing the performance of classifiers trained with these various n-gram models. The 

purpose of the study is to determine if adding more intricate n-gram models would 

substantially improve the capacity of the classifiers to predict sentiment in the review 

data.  
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5.5  Results and analysis 

The proposed model has also been tested with all the mentioned machine learning 

classifiers. Comparative analysis of these classifiers in terms of various performance 

evaluation parameters is discussed in the following sections 

Classifier Report for N-gram based TFIDF Feature extracted model:  

The following graphs depict the performance of different classifiers on (i) Restaurant 

Review and (ii) Movie Review datasets using unigram-based TFIDF features 

respectively.  

(i) Restaurant Review dataset:  

 
 

 

 

Figure – 5.2 Unigram-based TF-IDF features performance for restaurant dataset 
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Classifier Accuracy Precision Recall F1 Score 

LR 87.02 89.42 80.17 84.55 

DT 81.3 77.24 81.9 79.5 

KNN 84.73 77.54 91.24 83.83 

MNB 88.93 84.25 92.24 88.07 

Linear SVM 82.82 89.89 68.97 78.05 
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Movie Review Dataset: 

    

Observation: It is observed that out of the classifiers, MNB and SVM classifiers give the 

better performance. Classifier reports of MNB and SVM are illustrated in Table-5.6 for 

both datasets. It shows that as the dataset size increases the accuracy increases, showing 

the efficacy of both the classifiers. Also, higher value of F1 score indicates better 

classification, the values obtained show that MNB and SVM have performed better as 

compared to the rest of the classifiers for both datasets. Confusion matrix of MNB and 

SVM classifiers have been observed for the validation of correct predictions of the 

 

 

Classifier Accuracy Precision Recall F1 Score 

LR 93.15 96 89.36 92.56 

DT 89.09 88.36 88.83 88.59 

MNB 94.42 93.68 94.68 94.18 

KNN 86.29 81.31 92.55 86.57 

Linear SVM 91.62 96.41 85.64 90.7 

 

 

Figure 5.3: Unigram based TF-IDF features performance for movie dataset 
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sentiments for both datasets as shown in figures 5.4 to 5.7 below. Figure 8 shows the 

performance of the MNB and SVM classifiers for different N-gram features, where N=1, 

2, 3.  

Table-5.6 Multinomial Naïve Bayes (MNB) and Support Vector Machine (SVM) 

Classifier report 

 

CLASSIFIER DATASET ACCURACY PRECISION RECALL F1-SCORE 

MNB Classifier 

RESTAURANT 

(1400 reviews) 
0.89 0.90 0.89 0.90 

MOVIE 

(2000 reviews) 
0.93 0.97 0.88 0.92 

SVM Classifier 

RESTAURANT 

(1400 reviews) 
0.82 0.89 0.69 0.78 

MOVIE 

(2000 reviews) 
0.91 0.96 0.86 0.90 

 

                                          

    

Figure 5.4: Confusion matrix evaluation of MNB classifier for Restaurent data 
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Figure 5.5: Confusion matrix evaluation of MNB classifier for Movie data 

 

 

 

Figure 5.6: Confusion matrix evaluation of SVM classifier for Restaurent data 
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Figure 5.7: Confusion matrix evaluation of SVM classifier for Movie data 

As illustrated in the results shown in figures 5.2-5.7 above, the following observations 

are obtained: 

The Multinomial Naïve Bayes classifier achieves the highest accuracy, with an average 

of over 85% (88% for restaurant data and 94% for movie data). Support Vector Machine 

(SVM) also performs well, with an accuracy of over 80% (83% for restaurant data and 

92% for movie data). In terms of the "Precision" assessment parameter, Support Vector 

Machine (SVM) outperforms all other classifiers, scoring 89% for restaurant data and 

96% for movie data. The unigram-based TFIDF feature extraction method had the 

highest accuracy for both classifiers. For both datasets utilized in this study, the model 

demonstrated equal performance in terms of machine learning classifier and feature 

extraction methodologies. The experimental design shows that Multinomial Naïve 

Bayes (MNB) and Support Vector Machine (SVM) classifiers employing Unigram-

based TFIDF feature extraction can achieve above 80% accuracy for Assamese text 

data, regardless of domain. 
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Figure 5.8: Comparative analysis of N-gram feature-based methods for MNB and SVM 

Classifier 

 

Results Validation: An approach for evaluating the effectiveness and potential for 

development of machine learning models is cross-validation. Cross-validation 

techniques, namely K-fold cross-validation, were employed to enhance the assessment of 

machine learning classifiers in the experiments carried out for this research.  

K-fold cross validation with K = 4, 6, 10 has been used here. Tables 5.7 and 5.8 examine 

the performance of these methods across different K values. According to the findings in 

the cross-validation report for the K values, MNB and SVM outperform the rest of the 

classifiers on both datasets. In the validation accuracy test, the classifiers achieve more 

than 85% accuracy across both datasets used in this experiment. Finally, all of the 

classifiers employed in this study's experimental design were tested on a small number of 

randomly selected sample reviews.  

To assess the scope and constraints of the developed model, commonly annotated 

restaurant and movie reviews were used, along with all possible common comments 

posted on internet. The proposed algorithm correctly predicted sentiment categorization 
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using these review texts from both datasets. Furthermore, to validate the model's 

performance, the same sample texts were examined with an existing standard Natural 

Language Tool Kit (NLTK) sentiment analyzer. Table 5.9 provides a quick overview of 

our comparative investigation. Figure 5.9 shows the comparison results of our proposed 

model, NLTK and human sentiment interpretation on Assamese text data. This 

demonstrates the efficiency of the suggested model in the sentiment analysis of Assamese. 

Table-5.7 Cross validation report for restaurant data 

K-VALUE CLASSIFIER ACCURACY PRECISION RECALL F1-SCORE 

4 
MNB 0.89 0.83 0.99 0.89 

SVM 0.90 0.90 0.95 0.90 

6 
MNB 0.91 0.85 0.99 0.91 

SVM 0.91 0.91 0.95 0.91 

10 
MNB 0.89 0.83 0.99 0.90 

SVM 0.90 0.90 0.92 0.91 

 

Table-5.8 Cross validation report for movie data 

K-VALUE 
CLASSIFIE

R 
ACCURACY PRECISION 

RECAL

L 
F1-SCORE 

4 
MNB 0.86 0.85 0.88 0.87 

SVM 0.82 0.89 0.71 0.79 

6 
MNB 0.87 0.87 0.87 0.87 

SVM 0.84 0.91 0.76 0.82 

10 
MNB 0.88 0.87 0.89 0.87 

SVM 0.85 0.91 0.77 0.83 
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Table- 5.9 Comparative analysis of sample texts with NLTK and Human Score 

Sl. 

No. 

 

SAMPLE TEXTS 
CLASSIFIE

R 

SENTIMENT CLASS 

OUR MODEL NLTK 
HUMAN 

OUTPUT 

1 

Assamese: খাদয হবয়া , পৰিৰৱি ভাে 

English: Food is bad, atmospheres is 

good 

MNB 

NEGATIVE NEGATIVE NEGATIVE 
LINEAR 

SVM 

2 

Assamese: খাদয ভাে , পৰিৰৱি হবয়া 

English: Food is bad, atmospheres is 

good 

MNB 

POSITIVE POSITIVE POSITIVE 
LINEAR 

SVM 

3 

Assamese: যগদ আপুগন এটা সাধাৰণ 

সসাৱাদ ভাল পায ,এযা এটা গবকল্প হ'ব 

পানৰ 

English: If u like a simple   taste, it may 

be an option 

MNB 

NEGATIVE NEGATIVE NEGATIVE 

LINEAR 

SVM 

4 

Assamese: ভাল সসৱা পাইগিনলা োঁ, 

খাদয সুন্দৰকক পগৰনবৰ্ন কৰা হহগিল 

English: Got good service, food was 

nicely served 

MNB 

POSITIVE POSITIVE POSITIVE 

LINEAR 

SVM 

 

5 

Assamese: 

গিননমাৰ গিত্ৰনাটয আগিল অগি উত্তম,

এইনটা এখন সুন্দৰকক  

গিত্ৰত্ৰি কৰা গিননমা  হহনি 

English: The script of the movie was 

excellent; it is a beautifully portrayed 

movie 

MNB 

POSITIVE POSITIVE POSITIVE 
LINEAR 

SVM 

6 
Assamese: 

গিননমাখন বৰ সাধাৰণ আগিল, 
MNB NEGATIVE NEGATIVE NEGATIVE 
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গিননমাৰ অগভননিা সবযা  

আগিল 

English: movie was very average; 

movie cast was bad. 

LINEAR 

SVM 

  

 

 

Figure-5.9: Comparison of sentiment labels for sample texts 

 

In this presented study, five different machine learning classifiers are considered to test a 

proposed model for sentiment analysis of restaurant and movie reviews. Multinomial 

Naive Bayes (MNB) and Support Vector Machine (SVM) classifiers regularly outperform 

other classifiers, with accuracy rates above 85% across a range of dataset sizes. The 

model's effectiveness is proved through precise sentiment analysis of test texts from 

restaurant and movie reviews written in Assamese-language, which is compared to the 

Natural Language Toolkit sentiment analyzer and human interpretation. The model's 

efficacy is further demonstrated via cross-validation and comparison with other sentiment 

analysis approaches. It is observed that for sentiment classification, mostly Support 
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Vector Machine (SVM) and Multinomial Naïve Bayes (MNB) perform better than other 

classifiers. 

 

5.6 Conclusion 

 

This chapter elaborates about the main research objective of this presented study which 

attempted to predict sentiment in two distinctive categories i.e positive and negative, by 

utilizing randomly generated review data from the domains of movies and restaurants. 

This research represents the first endeavor to analyze Assamese text data in such a 

manner. Upon evaluating the model's performance with randomly selected reviews from 

both domains, encouraging results were observed. 

Presented experimental methodology confirms that the utilization of sophisticated feature 

extraction methods and the incorporation of additional machine learning approaches have 

the scope to enhance the accuracy and precision of the classification process. 

Furthermore, the same research has focused on investigating deep learning models and 

expanding the considered dataset to larger samples sourced from various domains such 

as social media, product reviews, and news. Through these efforts, advancement in the 

understanding of sentiment analysis in Assamese text and predictive capabilities of 

proposed models is presented in next chapter.
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6 
Sentiment Analysis of Assamese 

Text: A Deep learning  Approach 
 

 

Deep learning (DL) methods, inspired by artificial neural networks [115] [116], are now 

widely used in natural language processing. A deep neural network has two main layers: 

input and output, with additional hidden layers in between. A neural network is similar to 

the biological brain, consisting of neurons arranged in layers that work together to process 

information [117]. It may be trained to do tasks like classification or predictive modeling 

by altering the weights of its neurons. Deep learning (DL), a subset of machine learning 

simulates how the human brain interprets and uses data. It learns from large amounts of 

data to match inputs with specified labels instead of relying on human-made rules. Deep 

learning enables computational models with multiple processing layers to learn and 

represent data at various levels [118]. 

  Deep Learning has shown promising results for natural language processing (NLP) 

applications like sentiment analysis (SA) [119]. The primary idea behind Deep Learning 

approaches is to use deep neural networks to identify complicated properties retrieved 

from massive amounts of data with minimal external involvement. Deep learning 

algorithms for sentiment analysis are becoming increasingly popular. They offer 

automatic feature extraction, as well as greater representation capabilities and higher 

performance than classic feature-based techniques [120]. 
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The volume of online content distributed via social media platforms has increased 

significantly as information and communication technology (ICT) has advanced rapidly. 

This expansion has generated a significant interest among researchers from various 

sectors, including academia, government, and private enterprise, in the field of sentiment 

analysis based on online assessments. Notably, sentiment analysis has developed as a key 

area of research in the interdisciplinary domains of Machine Learning (ML) and Natural 

Language Processing (NLP). The capacity of deep learning algorithms to provide 

excellent results has led to their recent popularity in this field. These algorithms, which 

are at the most advanced stage of research and development, are being used to improve 

the effectiveness of sentiment analysis approaches. 

Assamese, a language with limited resources yet rich in morphology, has not yet benefited 

much from the advancements of NLP research. Therefore, this study aims to provide a 

novel perspective on deep learning based sentiment analysis. The experimental outcome 

based on deep learning techniques has reflected that in spite of Assamese which is less 

explored as well as lacks significant resources for NLP researchers, it has given effective 

results. 

This chapter presented an experimental investigation where Long Short-Term Memory 

(LSTM), Convolutional Neural Network (CNN) along with a hybrid model combining 

LSTM-CNN, are used for performing sentiment analysis in Assamese text reviews. The 

effectiveness of these models is tested and compared to classic machine learning methods 

using Assamese text review datasets as examples. The results found in the experimental 

investigation shows that the suggested deep learning models perform better in sentiment 

analysis, emphasizing their potential in identification of sentiments polarity in the 
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considered review dataset. An accuracy of more than 95% is achieved with all the 

proposed deep learning models. 

6. 1 Literature review on related work  
 

Presented research work attempts to determine if a review for a given entity holds positive 

or negative sentiment. Generally, entity may be a product, services related to business, 

entertainment etc. (like movie, restaurant, hotels etc.). The proposed work has taken 

movie reviews as the entity to investigate users’ sentiment for the same. In this context, a 

variety of approaches have been used to obtain the results. Various researchers have done 

various different level of computational investigations in this field. Deep learning in this 

regard has evolved into a sophisticated machine learning system capable of learning 

multiple layers of data representations or features and producing cutting-edge prediction 

outcomes [121,122,123]. Deep learning has seen many uses in sentiment analysis in the 

last several years, expanding on its successes in different application areas[124]. Deep 

learning is a subset of artificial neural networks that acquires data using numerous layers 

for learning. These neural networks act similarly to neurons in living creatures, processing 

data in a way that mimics biological brain networks [125]. It has shown enormous 

potential in NLP applications, such as SA [126]. 

This study presents a deep learning-based sentiment categorization approach for textual 

reviews written in Assamese language. User feedback can significantly impact customer 

satisfaction. However, evaluating each review individually is a time-consuming process. 

Furthermore, administering such surveys necessitates a significant commitment of both 

financial and human resources. To keep up with the growing number of visitors and user 

preferences, an automated system is needed to understand the contextual polarity of 
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reviewer comments across many platforms. The authors in [127] created a total of 8435 

Bengali annotated corpuses for sentiment analysis using deep learning techniques, where 

they found BiLSTM performs well with an accuracy of 91.35%. Assamese language has 

distinct cultural and linguistic characteristics which makes it different from other 

languages, also making sentiment analysis task challenging for this language. 

Furthermore, because there is no standard collection of data for this type of research, it 

opens up opportunities for new and creative research work in this field. The absence of a 

standardized dataset and limited existing research in sentiment analysis for the Assamese 

language present a unique opportunity for pioneering advancements in this field. By 

addressing this gap, researchers can introduce innovative methodologies and 

groundbreaking approaches.  

In this context, the primary objective is to develop a novel framework for sentiment 

analysis specifically tailored for Assamese language using deep learning methodologies. 

The development of a robust sentiment analysis framework customized for Assamese has 

the potential to enhance understanding and interpretation of sentiment dynamics within 

this linguistic community, opening up new paths for targeted and effective 

communication strategies and decision-making processes. Opinion mining for sentiment 

analysis in qualitative information is proving to be a emerging field of study for many 

researchers [128,129]. 

Sentiment analysis is currently the most popular type of approach for measuring 

consumer sentiment and viewpoints in text and it serves as a foundation for developing 

innovative models. The research field of sentiment analysis encompasses a various 

different range of technical aspects, and is an emerging area of research that merges 

knowledge fusion through machine learning. It holds substantial potential as a research 
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topic in the realm of artificial intelligence [130,131]. The study by authors in [132] 

investigates the function of emotions in online discourse, specifically for Bangladeshi 

users who communicate their feelings in Bangla. It provides four models that combine 

different Word Embeddings with Convolutional Neural Networks (CNN) and Long 

Short-Term Memory (LSTM) approaches. The top-performing model improves text-

based interactions on social media platforms by integrating Word2Vec embedding with a 

hybrid CNN-LSTM architecture. It achieves an amazing accuracy of 90.49% and an F1 

score of 92.83%. Authors in [133] examines sentiment analysis of  tweets written in 

Bengali, focusing on the classification of tweet sentiment polarity into positive, negative, 

or neutral. Various deep learning techniques like LSTM, BILSTM, and CNN are 

compared for their effectiveness in categorizing emotional tones. The study also 

compares traditional machine learning approaches with deep learning techniques to 

determine which method performs better in analyzing and classifying sentiments in 

Bengali tweets. Overall, aim of the research is to enhance performance of sentiment 

analysis in Bengali text data available on social media. The usefulness of different types 

of machine learning approaches, deep learning approaches and hybrid model based 

approaches, in text classification for the English and Bangla languages is examined in 

[134]. Main aim of the study is sentiment analysis and it does so by examining the 

feedback and comments on the well-known e-commerce site "DARAZ" made in Bengali. 

Seven machine learning models and several deep learning models namely, Long Short-

Term Memory (LSTM), Bidirectional LSTM (Bi-LSTM), Convolutional 1D (Conv1D), 

and a combination Conv1D-LSTM, are implemented as one part of the research 

technique. With an average accuracy of 82.56% for sentiment analysis in English text and 
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that of 86.43% for Bangla text when uses the Porter stemming algorithm, Support Vector 

Machine (SVM) models outperform other models, according to the major findings. 

The efficiency of sentiment analysis models trained on a single language on multilingual 

tweets is investigated in [135] The work makes use of a multilingual twitter dataset as 

well as experimental results from CNN, RNN, and combination CNN-RNN models. CNN 

produces the best results, with an accuracy of 85.91% and an F1-score of 84.61%. The 

model also performed well on unseen tweets in European languages other than the 

original languages of the tweets used for training. 

Several techniques and technologies were employed by researchers in [136] to analyse 

Bengali text, including Glove word embedding, the Adam based optimizer, a deep 

learning classifier based on Convolutional Neural Networks (CNN) and Glove-BiLSTM. 

The mentioned study demonstrated a high accuracy of 99.43% in evaluating Bengali texts. 

In [137] authors explore the use of deep neural networks, specifically Long Short-Term 

Memory (LSTM), for sentiment analysis in text written in Hindi. It uses word embeddings 

and fine-tunes parameters to achieve accurate sentiment classification in Hindi. The study 

provides highlights on the importance of sentiment analysis in Hindi for organizations in 

India, providing useful insights for a product, service etc. 

The authors of [138] propose a sentiment classification system for tweets using deep 

learning techniques. The system categorizes positive emotions into subcategories like 

enthusiasm and happiness, while negative emotions are categorized into anger, boredom, 

and sadness. The method was tested using Recurrent Neural Networks and Long Short-

Term Memory on three datasets. The results shows higher accuracy, with the LSTM 

model achieving 88.47% for positive/negative classification and 89.13% and 91.3% for 
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positive and negative subcategories, respectively. This research contributes to emotion 

recognition using deep learning techniques. 

The researcher of [139] explores the challenges faced by under-resourced languages like 

Sinhala in using deep learning methods for sentiment analysis in Natural Language 

Processing (NLP) applications. It uses old and new sequence models, a dataset of 15,059 

Sinhala news comments, and a 9.48 million token corpus, making it the largest sentiment-

annotated Sinhala dataset available. 

The paper [140] presents a novel approach combining Convolutional Neural Networks 

(CNNs) and Recurrent Neural Networks (RNNs) for sentiment analysis of short texts. 

The model, which captures coarse-grained local features and learns long-distance 

dependencies, outperforms existing methods on benchmark datasets, achieving accuracy 

rates of 82.28%, 51.50%, and 89.95%, demonstrating its effectiveness in handling texts 

with limited contextual information. 

Latest research work in SA in different languages using various technology with different 

types of datasets is outlined in Table 6.1. 
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Table 6.1  Related Recent Literature on Sentiment Analysis Using Online Text 

Reviews 

 

Sl. 

No. 
Authors Domain 

Language 

used 
ML Techniques 

1 
Sezgen et al. (2019) 

[141] 
Airline English Latent semantic analysis 

2 
Banerjee and Chua 

(2016) [142] 
Airline English Statistical analysis 

3 
Kumar and Zymbler 

(2019) [143] 
Airline English SVM, ANN, CNN 

4 Ye et al. (2014) [144] Hotel English LR 

5 
Chen et al. (2019) 

[145] 
Hotel English LSTM 

6 Dey et al. (2016) [146] Hotel English NB, KNN 

7 Lee et al.(2018) [147] Hotel English DT, NB, SVM 

8 Guo et al. (2017) [148] Hotel English Latent Dirichlet analysis 

9 
Siering et al. (2018) 

[149] 
Airline English NB, SVM, NN 

10 
Rehman et al. (2020) 

[150] 
Airline English 

LR, DT, NB, SVM, LSTM, 

CNN, CNN-LSTM 

11 
Shrivastava et 

al.(2020) [151] 
Movie Review Hindi LSTM, GA-GRU 

12 
Bhowmik et 

al(2022)[152] 
Cricket review Bengali LSTM 

13 
Chowdhury et al. 

[153] 
Movie review Bengali SVM LSTM 

14 Dev et al.[154] 
Restaurant and 

movie reviews  

Assamese  SVM, NB, LR, DT, KNN  
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Considering the limited research on sentiment analysis in low-resource languages like 

Assamese, this work contributes in the following ways: 

• Creation of dataset of reviews for use in deep learning. 

• Develops deep learning systems namely LSTM, CNN and hybrid model LSTM-

CNN. 

• The dataset is tested and trained using these models. 

• Evaluates how well the built models perform. 

• Compares the built deep learning models effectiveness to classical machine 

learning approaches. 

The rest of the chapter is ordered into several sections. Section 6.2 presents theoretical 

background of the deep learning models used for the proposed work followed by the 

discussion of methodology of the proposed work in section 6.3. Section 6.4 discusses 

about the results obtained on proposed model and its comparison with existing 

counterparts. Finally, section 6.5 concludes with future directions for research and 

acknowledges the limitations of this study.  

6.2  Theoretical background  

6.2.1 Long Short-Term Memory (LSTM) 

Recurrent or very deep neural networks can be challenging to train because they 

frequently come across an issue where the gradients expand excessively large or small, 

which makes learning difficult. In order to address this issue with long-term patterns, 

scientists developed the LSTM model [155]. This model's remarkable ability to learn from 

data sequences, both in theory and in practical applications, has had a significant influence 
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on numerous fields [156][157]. LSTM is a deep neural network model which is an 

improved recurrent neural network (RNN) that can understand order dependence. The 

data can be stored in LSTM model for a very long time. LSTM is basically used for the 

processing, prediction and for classification of time-series data [158]. LSTM is intended 

to produce longer-term dependencies more effectively than a typical RNN [159]. It is 

a powerful class of neural networks. It is supervised to learn from labeled samples and is 

well-known for efficiently compressing text in natural language. Its feedback mechanism 

modifies weights, or internal settings, to help it learn from errors and gradually become 

more efficient. LSTM's memory units are made for long-term dependencies, which helps 

it handle sequential data well, such as values over time or words in a sentence[160]. 

Figure-1 depicts the typical LSTM architecture. There are three inputs out of which two 

originate from the prior state; one is ht-1  which is a  hidden state from the earlier time step, 

which originated from an earlier LSTM, and the other is Ct-1, a memory that originated 

from an earlier time step. The most important part of the structure is the gate, which 

consists of two gates: the memory gate and the forget gate. 

 
Figure- 6.1: Internal Structure of LSTM model 
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The equation 6.1 for LSTM can be described as follows:  

 

𝐼𝑡 = 𝛿(𝑤𝑖𝑥𝑡 + 𝑢𝑖ℎ𝑡−1) 

𝐹𝑡 = 𝛿(𝑤𝑓𝑥𝑡 + 𝑢𝑓ℎ𝑡−1) 

𝑂𝑡 = 𝛿(𝑤𝑜𝑥𝑡 + 𝑢𝑜ℎ𝑡−1) 

𝐶𝑡 = 𝑡𝑎𝑛ℎ(𝑤𝑐𝑥𝑡 + 𝑢𝑐ℎ𝑡−1) 

𝐶𝑡 = 𝑖𝑡☉𝑐�̃� +𝑓𝑡☉�̃�𝑡−1 

ℎ𝑡 = 𝑂𝑡☉ tanh ( �̃�𝑡) 

 

Here, 𝐼𝑡 represents the input gate,  𝐹𝑡 represents forget gate, 𝑂𝑡 represents the output gate, 

δ represents the sigmoid function, 𝑤𝑖, 𝑤𝑓 , 𝑤𝑜 , 𝑤𝑐 𝑎𝑛𝑑  𝑢𝑖 , 𝑢𝑓 , 𝑢𝑜 , 𝑢𝑐 represent the 

weight matrices and 𝑥𝑡 is the vector input to timestep t,  ℎ𝑡  current is exposed hidden 

state and 𝐶𝑡  represents memory cell state and ‘☉’ represents the element-wise 

multiplication. In this research work proposed LSTM model uses 128 units of neurons. 

6.2.2 Convolution Neural Network (CNN) 

Neural networks that are particularly good at processing spatial information are called 

CNN. CNN gives better performance in classifying and segmenting image and video 

data. However in recent years, CNN has become more effective at NLP tasks. CNN 

performed well on a number of text classification tasks that used in [161].  

There are basically four layers in  a standardised model of CNN [162]:  

1. Convolutional layers: They are created by moving a window across a text and 

then successively applying the same convolutional filter to each window. The 

(6.1) 

https://en.wiktionary.org/wiki/%E2%98%89#Translingual
https://en.wiktionary.org/wiki/%E2%98%89#Translingual
https://en.wiktionary.org/wiki/%E2%98%89#Translingual
https://en.wiktionary.org/wiki/%E2%98%89#Translingual
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dimension of the convolutional window is ‘s × d’, where ‘s’ denotes the region's 

size in a filter matrix, while 'd' denotes the dimensionality of the input data [121]. 

2. Pooling layers: They are used for down sampling. It reduces the input parameters 

by doing dimensionality reduction. In order to accomplish pooling process, initial 

selection of a window is done and a pooling function is used to apply to the input 

items contained within that window. An additional output vector is produced by 

the pooling function. There are a few pooling strategies available, such as max-

pooling and average pooling, the most popular one is max pooling, which 

considerably reduces map size [163]. 

3. Fully connected layers: This layer is analogous to the fully connected network in 

the conventional models. The output of the first phase, which typically includes 

pooling and convolution layers, is fed into the fully connected layer and the final 

output is obtained by computing the dot product of the input vector and the weight 

vector [164]. 

4. Activation Function: An appropriate activation function is capable of enhancing 

the performance of CNN optimized for any specific type of application [165]. 

Essentially, activation functions act as the "switch" in artificial neurons, 

determining whether or not to activate the neuron in response to the input's 

weighted sum. This is similar to how neurons function in the human brain, they 

may fire or may not fire. This biological comparison helps in better understanding 

of how activation mechanisms work inside a CNN [166]. 

6.2.3 LSTM-CNN (The Hybrid model) 

An LSTM and a CNN system are included in the proposed model. The input to the model 

receives is the word embedding vector as applied to text reviews. The word embedding 
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strategy was employed with CNN and LSTM models since it improves performance for 

NLP tasks by representing words as vectors [167]. As deep learning algorithms require 

numerical input hence, we employ Keras (a word embedding technique) is employed to 

create word embedding, which transforms the text data into vector values. In word 

embeddings, if two words are found to have similar contexts, they tend to have similar 

meanings, leading to comparable vector representations. For instance, the terms "dog," 

"puppy," and "pug" are frequently used in comparable contexts and will have vector 

representations in common with words like "cute," "fluffy," or "bite." These vectors are 

fed into the suggested CNN and LSTM. 

6. 3  Methodology 

The sentiment analysis of Assamese text review data which are collected from various 

sources is the main emphasis of this presented research project. Here, a hybrid LSTM-

CNN technique, CNN and LSTM are used in a classification model. The effectiveness of 

the recommended models in contrast to traditional machine learning models is determined 

through a thorough analysis of the outcomes produced by the aforementioned deep 

learning models.  Figure 6.2 below shows the proposed work model. 

 

 

 

 

 

 

 

 

 

 

 

Figure -6.2: Proposed work plan 
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The research presented here utilizes Python as the mainstream programming language 

to compute sentiments from a dataset of Assamese reviews. To fulfill the mentioned 

objective, various dependencies available with latest python version such as Pandas, 

NumPy, TensorFlow, matplotlib and scikit-learn etc. has been incorporated. Overall 

proposed plan of presented work has been accomplished through different steps which 

are illustrated in next section.  

• Data Collection/Creation: The most essential element of any deep learning 

computational task is a standardized benchmark dataset. As per various literatures that 

are currently available, it indicates that there exists no benchmark annotated dataset 

available for the Assamese language. The most important phase for a limited resourced 

language like Assamese is the collecting and building of datasets. Construction of 

dataset for analyzing sentiment from review data written in Assamese language is 

discussed in details in Chapter-5. The quantity of the available dataset was found 

insufficient for using in deep learning techniques. As a result, the current amount of 

data (approximately 2000) has been enhanced with additionally collected data from 

various web forums. For this research project, finally a total of about 4000 reviews 

have been created.  

• Data pre-processing/cleaning: Data cleaning is performed in this step. Various 

basic NLP tasks which includes tokenization, stop word removal, punctuation removal, 

etc., are implemented to clean/pre-process the dataset. The objective of data 

preprocessing is to enable the deep learning models to use the common format of the 

dataset. This step aids in removing words and phrases that are unnecessary or have no 

significance on sentiment analysis. For Example, words like "i," "she," "you," "for," 
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"from," which in Assamese is termed as “ ই”, “হতওেঁ”,“তুৰ ”,“ বাৰব”, “ পিা” and so 

on have no sentimental meaning in any phrase. 

• Deep learning model development: The proposed model use three different sets of 

deep learning algorithms. The deep learning models namely, LSTM, CNN, and hybrid 

LSTM-CNN are developed using TensorFlow and Keras libraries of python package. 

Detail discussion of mentioned models is described in results and discussion section of 

this chapter. 

• Data training and testing: In order to perform model evaluation dataset training 

and testing is necessary. With this objective splitting ratio of 80:20 where, 80% data is 

used for training and 20% is used for testing by the proposed models as mentioned 

above. 

• Model Evaluation: For optimal consistency and to improve comparability, a specific 

set of hyperparameters needs to be selected for the model evaluation. These 

hyperparameter choices are vital as they have a direct impact on how well the models 

function and perform during the training and testing stages. Analyzing the models' 

performance in these conditions is important in addition to defining the hyperparameters. 

This involves observation of measures like accuracy, testing and training loss. These 

performance metrics parameters show how well the models are predicting sentiment 

appropriately and how effectively they are learning from the training data. Model 

evaluation based on these metrics are all depicted in Result and discussion section of 

this chapter. In summary, the proposed models can be thoroughly assessed according to 

the combination of specified hyperparameter values and performance analysis via 
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visualizations. This method ensures stability and dependability while evaluating the 

models' suitability for sentiment analysis assignments. 

6.4 Results and discussions 

The overall performance of the proposed models is evaluated for movie reviews dataset 

written in Assamese language. To do this conventional parameter are used such as 

accuracy, testing and training loss of the proposed model. Moreover, to observe the 

proposed models performance with keras embedding method, all of the variables listed 

in Table 6.1 have been taken into consideration. 

Table-6.2: Hyperparameter Settings for the proposed models 

 

No of epochs 10 

Batch size 128 

Activation Function Sigmoid 

Train test splitting ratio 80:20 

Loss function Binary Cross entropy 

Optimizer Adam 

Dropout 0.2 

 

All three proposed models are summarized with designed values, the accuracy of the 

models for both testing and training data and the loss values of the models for both 

training and testing data which are illustrated in the sections 6.4.1, 6.4.2, 6.4.3 below. 
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6.4.1  Proposed LSTM model  
 

Table -6.3: Proposed LSTM model summary 

 

 

Figure: 6.3: Layer architecture of proposed LSTM model 
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Figure- 6.4: Results of the accuracy and validating accuracy of proposed LSTM 

model  

6.4.2 Proposed CNN 

Table- 6.4: Proposed CNN model summary
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Figure-6.5: Layer architecture  of proposed CNN model 

 

 

Figure-6.6: Results of the accuracy and validating accuracy of proposed CNN 

model  
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6.4.3 Proposed LSTM-CNN 

Table -6.5: Proposed LSTM-CNN Summery 
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Figure-6.7: Layer architecture of proposed LSTM-CNN model 
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Figure-6.8: Results of the accuracy and validating accuracy of proposed LSTM-

CNN model Movie data 

 

Table- 6.6: Comparison on proposed model with existing models with different 

datasets and languages 

Classifier Accuracy Dataset used Language used 

CNN [142] 85% Airline sentiment English 

LSTM [142] 85.2% Airline sentiment English 

CNN-LSTM [142] 90.2% Airline sentiment English 

CNN [142] 87.1% Twitter Airline 

sentiment 

English 

LSTM [142] 88.2% Twitter Airline 

sentiment 

English 

CNN-LSTM [142] 91.3% Twitter Airline 

sentiment 

English 

LSTM [150] 72.1% Cricket review Bengali 

SVM [151] 88.9% Movie review Bengali 

LSTM [151]  82.42% Movie review Bengali 

SVM [152] 82% Restaurant Reviews Assamese 

MNB [152] 89% Restaurant Reviews Assamese 
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Table 6.6 shows that the three proposed models work excellently when it comes to 

evaluating sentiment in Assamese movie reviews. They show resilience and 

effectiveness, when used with the hyperparameter settings as mentioned in Table 6.1. 

The CNN and LSTM-CNN architectures exhibit higher accuracy, with both models 

reaching an outstanding 99% accuracy rate. The obtained results shows that the proposed 

models can recognize and categorize the emotions expressed in Assamese movie reviews 

with accuracy. This improved performance highlights the significance of using deep 

learning techniques for sentiment analysis tasks, particularly in the context of languages 

like Assamese. Additionally, with a 98% accuracy rate, the LSTM model performs quite 

effectively. The high accuracy rate of CNN and LSTM-CNN model highlight the benefits 

of applying deep learning architectures to sentiment analysis tasks, particularly in 

languages like Assamese where linguistic complexities could make conventional machine 

learning techniques difficult to use. Furthermore, the LSTM model's competitive 

performance validates the potential of recurrent neural networks in identifying contextual 

information and temporal connections seen in textual data. 

6.5 Conclusion 

Three types of deep learning models are proposed for sentiment analysis in this research 

study. Long Short-Term Memory (LSTM), Convolutional Neural Network (CNN), and 

SVM [152] 81% Movie   review Assamese 

MNB [152] 93% Movie   review Assamese 

Proposed LSTM 98% Movie Reviews Assamese 

Proposed CNN 99% Movie Reviews Assamese 

Proposed LSTM-CNN 99% Movie Reviews Assamese 
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an LSTM + CNN hybrid. These models, which concentrate on industries like movies, are 

made to examine the sentiment conveyed in textual reviews. In order to use these models, 

the textual reviews are initially transformed into numerical vectors using Keras 

embedding techniques. By using these vectors as input data, the models are able to learn 

and interpret the sentiment expressed in the text. 

When compared to traditional machine learning models, the experimental analysis carried 

out in presented study indicates that the suggested deep learning based models attain 

excellent levels of accuracy. The report does, however, recognize the need for more 

research on sentiment analysis in a number of different areas related movie domains. 

Although the majority of the attention is directed toward sentiment analysis of text 

reviews from the restaurant and movie industries, there are many more contexts in which 

customer sentiment can be investigated and analyzed. To expand the application of 

sentiment analysis, future studies may include examining reviews written in Assamese 

languages in multimodal contexts.  
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7 
Conclusion and Future Scope 

 

7.1 Conclusions  

 

This thesis attempts to provide a research contribution to the progress of sentiment 

analysis techniques and future improvements by expanding awareness of  different 

methodology and their applicability primarily customized for the Assamese language. 

This thesis discusses the necessity for sentiment analysis specifically for the Assamese 

language, thereby identifying several research gaps that can encourage researchers to seek 

solutions and bridge the gaps in computational analysis.  

This thesis investigates or reviews the previous research works related to sentiment 

analysis in a variety of languages using different types of data. Henceforth, it also presents 

a summary of studies on natural language processing (NLP) in Indian languages, 

including Tamil, Telugu, Malayalam, Odia, Nepali, Hindi, Bengali, and Assamese. While 

analyzing numerous Indian languages, various computational linguistics techniques have 

been identified along with their accessibility through internet sources and published 

works. This study primarily focuses on the machine learning (ML) methods applied in 

different research works which are relevant to sentiment analysis primarily in Indian 

languages.  

This thesis presented a lexicon-based approach to perform sentiment analysis on 

Assamese textual data. Experiments for this include consideration of the existing standard 

benchmark lexicon called VADER developed for the Bengali language which is an 
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adaptation of the English VADER tool. This is followed by the use of a few 100 words 

from the Bengali VADER model to build Assamese VADER. The developed Assamese 

VADER  lexicon performs very effectively with the dataset considered in the Assamese 

language. The addition of booster words and  the use of bigram and trigram, has resulted 

in performance enhancement of the developed lexicon in terms of sentiment analysis. 

Initially, dataset collection for these experiments had been a difficult task which had 

overcome with the help of an available web source named The Indian Language 

Technology Proliferation & Deployment Centre (TDIL-DC), a national portal for dataset 

repository. A comparative analysis is also presented in the thesis work to verify the 

performance of the build lexicon in Assamese with the existing counterparts designed in 

other languages with large datasets. 

The presented thesis explores feature extraction techniques for the input dataset written 

in Assamese. Amongst various existing feature extraction techniques, the very widely and 

commonly used TFIDF technique is used for this purpose. The proposed approach for 

calculating the TFIDF feature vector for the input dataset opens numerous scopes for 

different types of NLP tasks. The extracted features are used as input to the classical 

machine learning classifiers to perform sentiment analysis on considered Assamese text 

data. 

This thesis presented the application of machine learning techniques including Support 

Vector Machine (SVM), Decision Tree (DT), Naive Bayes (NB), Logistic Regression 

(LR), and K-Nearest Neighbors (KNN) were employed for sentiment classification. The 

dataset was divided into 80% for training and 20% for testing. To assess the performance 

of these techniques, various metrics such as Precision, Recall, F-measure, and Accuracy 

were utilized. For experiments randomly generated review data from two different 
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domains viz, restaurant and movie have been used. From these text reviews, sentiments 

have been predicted as positive and negative. It is observed from these experiments that 

out of all the considered classical machine learning classifiers MNB and SVM perform 

with the highest accuracy of 85% and above. A comparative analysis has been done to 

validate the effectiveness of these best-performing classifiers with natural language tool 

kit sentiment analyzer and human interpretation. This thesis presents three deep-learning 

models for sentiment analysis in textual reviews. These models efficiently analyze 

sentiment expressions by converting textual data into numerical vectors through the use 

of Keras embedding techniques. The outcomes of the experiments show that the accuracy 

is higher than that of conventional machine learning models. The study highlights the 

need for more extensive research on sentiment analysis in a variety of contexts outside of 

dining establishments and motion pictures. Subsequent studies could investigate 

sentiment analysis in multimodal Assamese languages and assess other hybrid models 

and optimization techniques to improve performance. All things considered, the results 

offer a fundamental structure for additional investigation into Assamese text sentiment 

analysis, especially in deep learning hybrid network models. 
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The presented thesis work is summarized as follows: 

• The advancement of sentiment analysis methods for the Assamese language is the 

main objective of this thesis. 

• It outlines research needs in computational analysis and emphasizes the significance 

of sentiment analysis for Assamese. 

• To identify techniques and applications, existing relevant studies on sentiment 

analysis in a variety of languages including Indian languages are reviewed. 

• A lexicon-based method for Assamese sentiment analysis is proposed, utilizing the 

VADER lexicon that is being modified from Bengali. 

• To prepare data for sentiment analysis using machine learning classifiers such as 

SVM, DT, NB, LR, and KNN, feature extraction techniques, in particular, TFIDF are 

investigated. 

• The accuracy of the experimental results is found promising. MNB and SVM exhibit 

the best performance amongst all other considered classifiers. 

• Three different types of deep learning models built for sentiment analysis that 

outperform traditional machine learning techniques in terms of accuracy. 

7.2 Future Scope 

The presented sentiment analysis approaches have the potential to enhance various NLP 

tasks in the Assamese language. Despite various limitations, there exists a tremendous 

scope of research in this area specially customized for the Assamese language. To build 

a system that is versatile enough to be utilized in other applications, it is possible to 
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experiment with the different deep learning based models in addition to expanding the 

dataset to include reviews of products, social media, political analysis, stock prediction 

and other topics. With the expansion of datasets in the Assamese language, presented 

sentiment analysis approaches may be upgraded to more advanced computational 

techniques. With the implementation of deep learning models, the built system has shown 

performance enhancement. This predicts the scope for inclusion of more advanced 

learning processes for the same NLP tasks viz transfer learning, hybrid machine learning 

etc. Additionally, the same system has the prospect of experimenting with numerous other 

forms of datasets extracted from different domains of interest. 

Future prospects of the presented research work can be outlined as follows: 

• Advancement in data pre-processing, cleaning etc. can be incorporated for 

enhancement of the system performance. 

• For building lexicon-based approach, more updated lexicons may be adapted as 

reference for experimenting the flexibility of the system. 

• Additional, advance type of feature extraction method may be used to experiment 

with the considered dataset.  

• Machine learning based approach of sentiment analysis system have scope of use 

of hybrid-based classifiers for exploring the applicability of the system. 

• In addition to the deep learning, transfer learning-based approach may also be 

adopted for the analysis of sentiment with the increased size of datasets. 

• Last but not the least dataset written in different existing native dialects of 

Assamese language can be built and used for the aforementioned methods. 

Sentiment analysis has explored almost all Indian and international languages to 

their individual possible extends. But the same application in different dialect of 
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a low resourced language like Assamese is completely unexplored    one. Social 

media, web forums are now a days have opened up for all types of users giving 

them the freedom to post comments on everything and anything in their own ways. 

Hence sentiment analysis on such raw, unfiltered, multidomain 

comments/reviews will definitely bring a new horizon in this area of research. 
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