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Abstract

Anaemia is a blood disorder with reduced numbers of healthy red blood cells and therefore

lowering oxygen carrying capacity of blood. It is one of the most common blood disease

being experienced by millions of people worldwide. Sickle cell anaemia (SCA) is a type

of anaemia where human body produces defective or deformed red blood cells and thereby

reducing the amount of oxygen transmitting through the blood for proper functioning of the

body. It is an inherited type of disease in which blood protein i.e. haemoglobin becomes

defective. These abnormal haemoglobins are passed from parents to their children. The

abnormal haemoglobins are called haemoglobin S or sickle haemoglobin. These are caused

by mutations in the β -globin gene which results in the change in shape of the red blood cells.

The faulty red blood cells become crescent shaped, sticky and rigid instead of round and

flexible thus creating problem in flowing through the blood vessels having specific diameters

in human body. SCA has become a global health burden with millions of people affected

by this blood disorder every year. Mostly it is predominant among the people who are

from or whose ancestors are from regions like Central and South America, the Caribbean,

Saudi Arabia, India, Mediterranean countries such as Greece, Italy, Turkey and sub-Saharan

Africa. In India, primarily the tribal populated regions are endemic to sickle cell disease

with prevalence rate ranging from 5% to 40%. The states of India such as Gujarat, Madhya

Pradesh, Tamil Nadu, Kerala, West Bengal, Odisha, Assam, Maharashtra and Chhattisgarh

are mostly affected by this disease.

In view of this, there is certain need for designing comprehensive health programs to

tackle sickle cell disease. Effective diagnosis techniques also play a crucial role in attaining



xii

lower prevalence of the disease. As sickle cell anaemia is an incurable inherited disorder,

early detection of the disease is very much important in order to prevent its complicated

progressive health issues. Proper treatment can be provided to the patients only if the disease

can be diagnosed at an early stage. It is also evident that the mortality of children under the

age of 5 years can be significantly decreased if proper screening of newborns is done at their

birth time. In many parts of the world, most of the people born with SCD die before diagnosis

in early childhood. Digital image processing techniques play a vital role in diagnosis of

disease in medical field. These techniques can be used in automatic detection process of this

disease from microscopic blood images of patients. This replaces tedious, time consuming

manual inspection of abnormal cells. From early detection point of view, the automatic,

robust detection of sickle cells using various image processing techniques are proved to be

very much effective.

The proposed work here focuses on automatic detection of SCA from microscopic

blood images using image processing techniques. Firstly, for segmentation purpose adaptive

thresholding techniques are experimented with the input images. Four different types of

local adaptive thresholding methods are applied and results are compared with Otsu’s global

thresholding method. The different adaptive thresholding methods used here are namely

Bernsen, Sauvola, Niblack and NICK thresholding. These adaptive thresholding methods

are clubbed with fuzzy C-means clustering and active contour-based technique separately in

order to form two varieties of hybrid segmentation methodologies for effective segmentation.

Thereafter, features were extracted from the segmented images of blood. In this work, eight

different shapes or geometrical features namely area, perimeter, form factor (metric value),

minor axis, major axis, aspect ratio, eccentricity and solidity are selected and extracted. These

features are used to form the feature vector for classification purpose. After extracting the

geometrical features of cells from segmented images, different supervised machine learning

methods are used for classification of normal and abnormal sickle RBCs.

Two supervised learning methods, Naïve Bayes and K-nearest neighbor (KNN) classifiers

are implemented with first variety of hybrid segmentation methodology comprising adaptive

thresholding and fuzzy C-means clustering. The results are compared for different threshold-
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ing methods using the performance parameters accuracy, sensitivity, specificity and precision.

Out of four adaptive thresholding techniques, NICK’s method gives better performance in

case of both Naïve Bayes and KNN classifiers. It is also seen that, the performance of KNN

classifier is comparatively superior to that of the Naïve Bayes classifier. The KNN classifier

gives the best performance in terms of the considered performance parameters with hybrid

segmentation method combining fuzzy C-means and NICK’s thresholding. This combination

yields a significant classification accuracy of 98.87% with lowest computational time.

For improving the performance of the system further, second variety of hybrid segmenta-

tion methodology comprising adaptive thresholding and active contour-based methods are

implemented with two other supervised learning methods namely artificial neural network

(ANN) and support vector machine (SVM) classifiers. This approach achieves a maximum

of 99.2% accuracy in case of SVM classifier with NICK’s adaptive thresholding and active

contour-based hybrid segmentation method. The performance of ANN classifier is studied

for seven different training algorithms by varying the numbers of hidden layer neurons. Out

of the seven algorithms, resilient back-propagation algorithm with 10 numbers of hidden

neurons gave better performance in ANN with 99% accuracy rate. A comparative analysis

is also carried out for ANN and SVM classifier with Otsu’s global thresholding and active

contour-based hybrid segmentation method. The performance of ANN and SVM classifiers

with adaptive thresholding method is found to be better than that of the global thresholding

method.

Thirdly, extreme learning machine (ELM) classifier is used with hybrid segmentation

comprising four adaptive thresholding and active contour-based methods. The system gives

99.4% overall accuracy and computation time of 0.15 second using active contour-based

method in combination with NICK’s thresholding which makes it a fast, robust and effective

SCA detection system.

The use of different image processing techniques replaces the time consuming manual

process of counting and detection of abnormal cells by the laboratory technician, which may

results in erroneous results. The modern digital image processing methods give accurate

results with faster computational time. In this work, we have presented applications of
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different supervised machine learning techniques for efficient classification of SCA. Also

hybrid segmentation framework comprising different adaptive thresholding techniques along

with clustering and region based methods are applied on the image database. The results

evaluated and analysed in this work clearly show that these supervised learning algorithms

with hybrid segmentation techniques are very effective means for classification of SCA.
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1
Introduction

This chapter gives a brief overview of related background of sickle cell anaemia, literature

survey, motivation, problem formulation, contribution and organization of the thesis.

1.1 Background

Anaemia is a blood disorder with reduce number of healthy red blood cells and therefore

lowering the capacity of transmitting oxygen through blood. It is one of most common blood

disease worldwide causing millions of people. Sickle cell anaemia is a type of anaemia

where human body produces defective or deformed red blood cells and thereby reducing the
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amount of oxygen for proper functioning of the body. It is an inherited type of disease in

which blood protein i.e. haemoglobin becomes defective. These abnormal haemoglobins are

passed from parents to their children. The abnormal haemoglobin is called haemoglobin S or

sickle haemoglobin caused by mutations in the β -globin gene which results in the change in

shape of red blood cells. The faulty red blood cells become crescent shaped, sticky and rigid

instead of round and flexible thus creating problem in flowing through the blood vessels in

human body. The organs of body do not get enough oxygen because of sickling of blood

cells that can cause organ damage. Episodes of pain in different organs, fatigue, yellowing of

skin, shortness of breath, infections, swelling of the hands and feet are major symptoms of

sickle cell anaemia. The life spans of normal red blood cells are 90 to 120 days, whereas

sickle cells die in 10 to 20 days, causing scarcity of red blood cells. A person with sickle cell

disease inherits two haemoglobin S genes, one from each parent. But if a person inherits one

defective haemoglobin gene from one parent and one normal haemoglobin gene from other

parent, then the person is called having sickle cell trait. These types of persons do not show

any serious health complications, living normal life but they are carriers of defective gene, so

they can pass the abnormal haemoglobin gene to their children. Various complications arise

due to sickle cell anaemia including brain stroke, pulmonary hypertension, vision problem,

retarded growth in children, hand and foot disease, severe anaemia, heart disease etc.

Sickle cell disease affects millions of individuals worldwide. Mostly it is predominant

among people who come from or whose ancestors come from regions like central and south

America, the Caribbean, Saudi Arabia, India, Mediterranean countries such as Greece, Italy,

Turkey and sub-Saharan Africa [1, 2]. According to World Health Organization (WHO),

haemoglobin disorder affects around 5% of world’s population [3]. Among haemoglobin

disorder, sickle cell anemia and thalassemia are most commonly widespread in the affected

regions of the world. Approximately 3,00,000 new born babies are affected with severe

inherited blood disease mainly sickle cell anaemia in every year globally and 80% of them are
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born in middle and low income countries. African countries like Nigeria, Gabon, Cameroon,

Ghana, Republic of Congo and Uganda has highest rate of this disease with 20%− 30%

[4]. In central and south America, African origins Americans are more susceptible to be

infected with this disease. The disease becomes a serious health burden for countries with

high prevalence rate. According to Centers for disease control and prevention, the disease is

estimated to affect 1 out of 365 African origin Americans people and 1 in 13 African origin

Americans are carriers of sickle cell traits [5]. In [6], E. Wastnedge et al. presents a detailed

study of prevalence of sickle cell disease in children under 5 years of age. They found that

Africa has highest numbers of SCD people and highest mortality of SCD with 1125.49 per

1,00,000 live births. They concluded their review with importance of requiring newborn

screening programmes to tackle the burden of SCD in early childhood. They also give

importance of increasing the study and research on this haematological disorder and proper

addressing of this under recognised disease by the international bodies. In study [7], authors

reported the increasing number of SCD patients in middle or low income countries like

India, Nigeria, and the Democratic Republic of the Congo because of poor infrastructure of

public health facilities and proper screening programmes. They highlighted the necessity of

awareness programmes on SCD, improved public health infrastructure and adequate funding

for comprehensive programmes on screening of newborns. It is approximated that, almost

50% of sickle cell trait and sickle cell anaemic newborn babies are from Nigeria, Democratic

Republic of the Congo and India. Among these, about 15% of world’s sickle cell diseased

newborn babies are from India [8].

In India, mainly tribal populated regions are endemic to sickle cell disease with ranging

from 5% to 40% prevalence rate [9]. The states of India such as Gujarat, Madhya Pradesh,

Tamil Nadu, Kerala, West Bengal, Odisha, Assam, Maharashtra and Chhattisgarh are mostly

affected by the disease [10]. In scheduled tribe (ST) population of western, central and

southern India reported 1 in 86 newborn with sickle cell disease. Ministry of Tribal Af-
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fairs and Indian Council of Medical Research conducted testing in India and found out

8.75% positive cases of the disease in year 2016-2018. In [11], authors focus on impact

of SCD on tribal communities of India for urgent implementation of SCD programmes at

national level. Different states in India like Gujarat, Maharashtra, Chhattisgarh, Tamil Nadu,

Madhya Pradesh are focusing on screening of population to detect sickle cell disease for

providing counselling and treatment at early age of the patient [12]. Under National Rural

Health Mission, government of India has issued guidelines for precaution and control of

haemoglobinopathies and provides scheme for early detection of the disease. But this is not

sufficient for lower-middle income country like India as haemoglobinopathies become major

genetic health burden now-a-days. As the disease is spreaded in tribal and non-tribal ethnic

groups of all over India, many states require extensive programmes on educating people on

SCD and comprehensive programme for diagnosis and treatment to eradicate the disease.

Sickle cell disease is incurable. But with proper diagnosis and effective treatment, the

complications of the disease can be reduced and life expectancy of persons suffering from this

disease can be increased. For accurate preventative treatment of this life-threatening disease,

early diagnosis is very much important. As it is an inherited disease, newborn babies carry

defective gene at birth. So, there should be early screening or diagnosis of newborn babies as

symptoms of the disease are showing after 5 or 6 months of age, thereby avoiding serious

health problems of the disease. This disease can be tested using haemoglobin electrophoresis

which measures levels of haemoglobin and examine the types of haemoglobin. The disease

becomes severe over the time if not treated in the early age of the patient. Different treatment

available depending upon the severity of the patient that can prevent complications and

increase the life span of those suffering from the disease. Hydroxyurea, L-glutamine oral

powder, voxelotor, crizanlizumab are some of the medicine approved by Food and Drug

Administration (FDA) for adult people and children whose age is more than five. These

medicines cannot cure the disease, but can reduce the complications. But stem cell transplant
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can actually cure sickle cell anemia in which bone marrow of sickle cell anaemia patient is

replace with bone marrow from a healthy matched donor. This procedure is very complicated,

costly and risky also if the body of the patient rejects transplant that can cause life-threatening

sickness or even death [13–15].

Image processing techniques plays a vital role in diagnosis of disease in medical field. It

is a non-invasive procedure for disease detection. Medical imaging is a field that is growing

rapidly because of advancements in image processing techniques including enhancement,

segmentation, representation, analysis, restoration and recognition. These techniques become

tremendously beneficial for automatic, accurate and faster diagnosis and treatment of various

diseases over the time. In sickle cell anaemia also these image processing techniques are

developed as very useful for identification of abnormal red blood cells from the microscopic

blood images of sickle cell anemic patient. The work here presents an automatic identification

and classification of normal and sickle cells from microscopic blood images using different

image processing methods. As this disease needs early detection for proper treatment, the

methods proposed in the work can be helpful for physician providing a robust and fast

automatic detection process. This work focuses on detection of sickle cells using global

and local adaptive thresholding segmentation methods. Four different adaptive thresholding

methods are studied for the work and applied on the images. Also two hybrid segmentation

methods are also presented in this work. One hybrid segmentation method comprises of fuzzy

C-means in combination with adaptive thresholding and another hybrid method comprises

active contour-based method and adaptive thresholding method. Different machine learning

techniques are applied for automatic classification of normal red blood cells and sickle cells.

A comparative analysis of performance of these machine learning methods is carried out.
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1.2 Literature survey

In this section, a detail review of the literature related to detection of sickle cells is discussed.

The literature review is broadly divided into two groups: a) literature related to segmentation

of normal RBCs and sickle cells detection and b) literature related to classification of normal

and sickle cells from microscopic images.

Many segmentation techniques are proposed and implemented by researchers in the last

few years. These are mostly based on thresholding method, edge based method, watershed

methods, CHT method, clustering method etc. Some of these are discussed in the following

section.

A study based on image processing techniques to detect sickle cells for diagnosis of SCA

has been presented in [16]. The authors employed Otsu’s thresholding for converting RGB

image to binary image and followed by some filters to remove noise. Then the binary image

was segmented using CHT and morphological operation to separate sickle cells from the

image. They obtained 91.11% accuracy, 92.9% precision and 79.05% recall for the proposed

system.

An algorithm for sickle cell segmentation and detection was discussed in [17]. Authors

used shape parameters form factor and eccentricity as features for classify normal and

abnormal cells using different segmentation methods like Otsu’s thresholding, edge detection

technique and watershed technique. They obtained Otsu’s segmentation gave best results out

of methods considered.

In [18], authors have presented a preliminary study about segmentation of red blood cells

for counting of cells automatically. They first applied Ycbcr color conversion, morphological

operation along with masking to separate white blood cell and then marker-controlled

watershed technique for separation of touching cells in the blood smear. Another work

presented in [19] also used marker-controlled watershed method for erythrocyte segmentation.
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In [20], author described blood segmentation method using median filtering for noise

removal, sobel operator for edge enhancement and K-mean clustering for segmentation on

stained images. For non stained images, before K-mean clustering they applied thresholding

on hue saturation value (HSV) color space converted images. Authors also employed

watershed segmentation for clusters of overlapping cells.

In [21], authors proposed an algorithm for identification of borders of cells from blood

smear images. They applied Dijkstra’s shortest path algorithm with an alternate graph

representation which is tested on 98 images and successfully segmented normal, abnormal,

touched RBCs, WBCs from blood smear images.

H. Berge et al. described a technique for counting of RBCs from images of blood smear

using iterative thresholding with morphological operations for segmentation of RBCs. The

Zack’s thresholding technique was employed in this work. They calculated curvature of

boundary and Delaunay triangulation for separation of RBC clump in the image [22].

In [23], authors have implemented gradient watershed transformation to segment the

blood cells from the microscopic images. They obtained 91% accuracy and 92.4% precision

for boundary detection of normal and sickle cells.

Fadhel et al. illustrated image processing based techniques to count normal and abnormal

RBCs using CHT and watershed segmentation method. They obtained that CHT takes less

computation time than watershed method [24].

In paper [25], an automatic RBC counting algorithm replacing the traditional manual

counting method is presented by the authors. They used thresholding and Hough transform

for the purpose. The paper also demonstrated graphical user interface (GUI) for RBC

counting using MATLAB environment.

In [26], an improved watershed segmentation method is proposed for sickle cell detection.

They overcome the over segmentation problem of watershed method by applying filtering
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of images using de-noising method. They examined accuracy, specificity and sensitivity as

performance parameters for the presented work.

In [27], authors proposed hybrid type of segmentation method which is consist of contour-

based algorithm and Gram-Schmidt orthogonalization for RBC segmentation from micro-

scopic images. In the image pre-processing step, authors have used Wiener filter and forward

discrete curvelet transform for enhancement and noise removal of input image respectively.

In paper [28], authors presented a procedure for investigation of shape of RBC from blood

images. They utilized three different types of blood images for validation of the proposed

method. They applied ellipse adjustment method for effective identification of round RBCs

and crescent shaped cells from clusters of cells.

In [29], authors have presented Sobel edge detection based system for RBC shape

determination. They implemented the work in MATLAB environment.

In [30], authors employed Weiner filter for noise removal and Sobel Edge based seg-

mentation method to calculate the metric value of each of the blood cells from microscopic

images. They obtained an accuracy of 95.8% for the proposed system.

Different edge detection techniques are proved to be useful in segmentation of red blood

cells from microscopic images. A study on application of Laplacian of Gaussian (LoG) edge

detection algorithm was done by Mohamad et al. in paper [31] for detection of sickle cell

anaemia patients.

In [32], author reported a study on segmentation of RBC for thalassemia disease using

unsupervised machine learning method. The employed moving K-mean clustering technique

for segmentation and median filtering for removing noises. Further they applied seeded

region growing area extraction algorithm to eliminate undesired regions which were not

cleaned by the median filter.
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In [33], authors have applied different edge detection methods for sickle cells detection.

They presented a comparative study of different edge detectors namely Sobel, Prewitt, Canny,

Laplacian of Gaussian and Roberts operator.

K. Alotaibi illustrated a method for sickle cells detection from blood smears using image

segmentation technique. The author calculated form factor to classify the cell as normal and

sickle cell [34].

W. Delgado-Font et al. illustrated a Chan-Vese active contour model for segmentation

of region of interest in [35]. They used circular and elliptical shape factor as features

for classification of normal, elongated or other deformed RBCs in non-clustered samples.

Whereas for clustered cells elliptical adjustment method was employed.

In [36], author focused on automatic segmentation and counting of RBCs and WBCs

from microscopic blood images. They applied Otsu, Niblack, Bernsen and Sauvola for

separating foreground and background after de-noising and edge enhancement.

In [37], authors proposed a method for classifying and counting RBCs based on geometri-

cal features area and eccentricity of cells. They applied canny edge detector for segmentation.

They also compared results with CHT segmentation method and found that the proposed

method was superior in terms of counting of cells and computation time.

In [38], three types of noise removal methods were discussed and performances of these

methods were compared for finding proper and effective technique for noise reduction from

medical images. The noise removal filters used here were ordinary, median and Weiner filter.

The performance of median filter was obtained higher than the other two types of filter for

sickle cell images.

Various literatures are available associated with classification of red blood cells as normal

or abnormal types. There are several machine learning algorithms like artificial neural

networks (ANN), support vector machine (SVM), K-nearest neighbor (KNN), Naïve Bayes,

convolutional neural network (CNN), deep CNN (DCNN), extreme learning machine (ELM),
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random forest, decision tree etc. are very popular among researchers in recent times. The

following are some of the recent work on classification of SCA.

A method of feature extraction and categorization of normal and abnormal RBCs applying

back propagation neural network was proposed in [39]. A total of 27 features were extracted

here including 1st , 2nd order intensity level statistical parameters, 7 moment invariants and

16 geometrical parameters.

In [40], author presented an algorithm for abnormal cells detection like sickle cell and

elliptocytosis using circular Hough transform (CHT). For detection process, author applied

neural network and obtained an overall accuracy of 98.9% for all types of input cells.

M. Khalaf et al. introduced different recurrent neural network architectures for classifying

sickle cells. They implemented Elman and Jordan recurrent neural network and combination

of both networks to form a hybrid structure. The structure Jordan recurrent network provides

better results compared to other recurrent networks [41].

In [42], author used CHT to segment normal and abnormal cells using shape features like

area, perimeter, eccentricity and solidity. He trained and tested neural network and decision

tree for classification and regression purpose.

An automatic and robust method for classification of RBC from blood images was

proposed in paper [43]. Otsu’s global thresholding method is applied followed by noise

and holes removal to extract geometrical features from RBCs. Finally authors have applied

artificial neural network (ANN) to classify normal and abnormal RBCs which yielded 83%

accuracy, 82% precision and 76% recall.

In [44], author used 21 microscopic images for detecting three types of abnormal cells

including sickle cells with the help of CHT algorithm and watershed segmentation. Author

implements neural network for classification purpose with high accuracy rate.

In paper [45], authors employed various neural network techniques for determining

the severity of diseased persons having sickle cells. They used eight different types of
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classifiers with two hybrid classifiers comprising Levenberg-Marquardt learning neural

network, random forest, Fischer discriminate analysis.

In [46], authors described CNN and RNN combined technique for classification of RBCs.

First the CNN layer was pre-trained with image dataset, followed by transfer learning method

for initialization of a CNN. Secondly, RNN layer was trained. Finally CNN and RNN

generated features were merged.

In [47], authors illustrated a back-propagation based neural network algorithm for pain

management of sickle cell disease. The neural network classify four different levels of pain

(less/severe acute and chronic pain) based on 15 different attributes.

A work on SCA classification using different types of neural network models were

illustrated in [48]. The study used four types of neural network structures: back-propagation

feed-forward NN, radial basis NN, functional link NN and voted perceptron classifier. Out of

these network structures, they obtained best performance with back-propagation feed-forward

NN classifier.

In [49], normal and abnormal RBCs were identified using SVM classifier for making a

robust system by the authors. Edge detection method was used for segmentation. They ex-

tracted a total of 271 types of features containing texture parameters, geometrical parameters

and colour parameter from blood cells.

Chy and Rahaman implemented SVM classifier for automatic classification of deformed

cells (sickle cell) in paper [50]. They applied Otsu’s thresholding for segmentation and

circularity and aspect ratio were used as features to training and testing SVM classifier.

In [51], a decision system was proposed by the authors for classification of different

types of anaemia. For extracting WBCs from image authors have used K-Medoids algorithm

and granulometric analysis to separate RBCs from WBCs. They have extracted 8 different

features of RBCs which help in classification of anaemia.
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In [52], author have first applied CHT and watershed segmentation for enhancing and

extracting features from 45 microscopic images taken from 15 samples of anaemic persons.

The author extracted 10 information data variables by applying cell signature method and

these were used to train and test back propagation neural network (BPNN), support vector

machine (SVM) and self-organising map (SOM) neural network for detecting normal, sickle,

elliptocytosis and burr cells.

Sharma et al. presented K-nearest neighbor (KNN) classifier based detection method for

three types of defected RBC cells with 100 images. The features used for the work were form

factor, variance of radial signature and aspect ratio of blood cells. They obtained accuracy of

80.6% and sensitivity of 87.2% [53].

X. Gual-Arnau et al. presented an automatic erythrocyte shape detection method with

17 peripheral blood sample and 45 different field images. Four different contour and region

based descriptors were extracted from cells for feature vector generation. They applied region

growing based segmentation method i.e. active contours and KNN to classify normal, sickle

and other deformed cells [54].

In [55], decision tree based method was implemented for determination of sickle cell

anemia disease. Image segmentation was done using K-medoids technique with modified

watershed transform for separation of WBC nucleus and Otsu’s thresholding for RBCs

separation.

Lavanya and Sushritha presented an image processing based algorithm for sickle cell

anemia and thalassemia detection. They used a novel method called ellipse detection based

on deferential evaluation for sickle cell and Otsu’s thresholding with KNN classifier for

thalassemia detection [56].

In paper [57], authors have demonstration an automated RBC detection process consisting

of three stages. First region of interest from RBCs are extracted while separating the

overlapping RBCs using automatic seed generation. Secondly they used normalization
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technique for RBCs and finally applied deep convolutional neural networks (DCNNs) for

classification.

In [58], a deep learning algorithm was discussed for RBC classify into 3 types: normal,

sickle and other. The problem of insufficient training data was discussed in the paper and

authors applied two method to solve the problem i.e. transfer learning and data augmentation.

They obtained a highest accuracy of 99.54%.

Aliyu et al. presented deep learning AlexNet model for identification of 15 different

shapes of RBCs including sickle shaped RBCs [59]. They applied Otsu’s thresholding and

morphological operations in the pre-processing step before feeding images into the AlexNet

model to detect normal and abnormal types of RBCs.

An effective method for blood cells segmentation using contour aware neural network

was described in paper [60]. The performance of extreme learning machine (ELM) classifier

was estimated for 64,000 blood samples and the proposed technique yielded accuracy of

94.71% and 98.68% for RBS and WBC respectively.

In [61], authors have experimented SVM, KNN and extreme learning machine (ELM)

classifiers for detection of sickle cell anemia. Segmentation process was done using fuzzy

C-mean clustering along with some morphological operations. They extracted statistical

and geometrical features from normal and defected blood cells for training and testing the

classifiers.

P. K. Das et al. presented a review work on available literature on image enhancement,

segmentation, feature extraction and classification for sickle cell anemia detection. They also

discussed the strengths and weaknesses of recent methods used by researchers. The review

work also focused on scope for future on sickle cell detection [62].
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1.3 Motivation

Sickle cell anaemia is a genetic blood disorder which affects the normal red blood cell to

change its shape and becomes rigid, crescent shaped cell. These type of deformed RBCs

prevent the normal blood circulation through the small veins in the human body. This creates

problem of supplying oxygen in the body tissues as sickle shaped red blood cells stuck in the

small blood vessels. The disease arises serious health risk such as heart attack, blindness,

severe anaemia, stroke, organ damage, infections etc. if not treated in time. This leads to

increase in infant mortality rate, low quality of life and short life span. The prevalence rate

of this disease is higher among the people of Africa origin American of Central and South

America, African countries such as Ghana, Nigeria, Republic of Congo, Uganda, Cameroon,

Mediterranean countries like Italy, Turkey, Greece, India, Saudi Arabia. It becomes a global

health burden in children as mortality rate of sickle cell anaemic children increased before

reaching adulthood due to its serious complications. The distribution of sickle cell anaemic

persons in the world is shown in Fig. 1.1. In India, the sickle cell gene was first detected

in Nilgiri hills of Tamil Nadu in 1952 which is now widely spread over central, west and

north-eastern parts of India [12]. The frequency of sickle cell anaemia is highest in tribal

communities of central and southern India. The states with higher prevalence rate are Madhya

Pradesh, Chhattisgarh, West Bengal, Odisha, Gujarat, Tamil Nadu, and Kerala [63]. The

prevalence of the disease in India is illustrated in Fig. 1.2. In Assam, tea garden worker are

mostly affected by this disease [64]. It is estimated that approximately 5,200 newborns are

affected by sickle cell anaemia each year. The socio-economic ethnic people like scheduled

tribes has 5% to 34% prevalence rate of sickle cell defective gene. Tribal community in

India forms a very large populations of about 180 millions with people carrying sickle cell

gene 18 million and people having sickle cell anaemia 1.4 million [65, 66]. So this depicts a

huge health burden of India. As sickle cell anemia is an incurable inherited disorder, early

detection is very much important to prevent arising complicated health issues. The mortality
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Fig. 1.1 Spread of sickle cell anaemia worldwide (Source: F. B. Piel et al. Sickle cell disease,
The New England Journal of Medicine 376, 1561-1573, 2017)

of children under age 5 can be decreased if proper screening of newborns is done at birth

time. So diagnosis of the disease at early stage is playing a vital role for proper treatment.

In many parts of world, most of the people born with SCD die before diagnosis in early

childhood. There are very limited study and monitoring programe on SCD which leads to

become SCD a global health burden.

There is certain need of comprehensive health program to tackle sickle cell disease and

effective diagnosis technique plays a crucial part for attaining lower prevalence of the disease.

An extensive newborn screening system is very much important for this under recognised

disease and this screening programme is well achieved with accurate and fast diagnosis

testing system. These reasons motivate to study and work on automated detection of sickle

cells for properly assess the burden of the disease, leading to improving the quality of life of

ethnic people all over the world. Digital image processing based identification of deformed

RBCs for sickle cell disease from images of blood smear provide a fast, automatic method.
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Fig. 1.2 Prevalence of Sickle cell disease in India (Source: Global Burden of Disease (GBD)
"Invisible" Pain endured by millions of patients across India)

Till now, no work has been reported for sickle cell anaemia detection from blood images of

anaemic patient applying adaptive thresholding based segmentation method.

1.4 Problem Statement

The problems for the work are formulated as follows:
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1. Design a simple, automated image processing based sickle cell anaemia detection

system with faster computational time and high accuracy rate.

2. Propose a hybrid segmentation procedure along with supervised machine learning

techniques for classification of the disease accurately.

1.5 Contribution

The major contributions of the proposed work reported in this thesis include the following:

1. A local adaptive thresholding based segmentation technique is proposed for normal

detection of RBCs and sickle RBCs from microscopic images. Four different adaptive

thresholding methods are studied and applied for efficient detection process. A study

on comparative analysis is also carried out for these four methods.

2. A hybrid segmentation based classification system of sickle cells detection is proposed.

This proposed system classifies normal and abnormal RBCs by combining four adaptive

thresholding along with fuzzy C-means method for segmentation. Here, two supervised

machine learning techniques namely Naïve Bayes and K-nearest neighbor are used as

classifier and their performance parameters are evaluated.

3. An ANN and SVM classifier based classification system of sickle cell is implemented

using four different adaptive thresholding and active contour-based segmentation

methods and compare the performances with that of Otsu’s global thresholding method.

In addition, the performance is also tested for the ANN classifier by use of various

back-propagation methods.

4. The fourth contribution of work is the application of extreme learning machine along

with hybrid segmentation method for sickle cell detection.
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1.6 Organization of the thesis

The chapters of the thesis are organized as follows:

The second chapter describes about the theoretical background related with the detection

of sickle cell anemia. It includes about sickle cell disease, theory of segmentation methods

used in the work and different classifiers applied for sickle cells detection.

The third chapter reports the first methodology used for normal RBCs and sickle RBCs

segmentation and identification. Here, normal and sickle RBCs are segmented using

Niblack’s adaptive thresholding method and comparative analyses between different adaptive

thresholding methods are discussed with experimental results.

In the fourth chapter, second methodology for classification of sickle cells using Naïve

Bayes and K-nearest neighbor classifier is described with performance parameters of both

the classifiers. For segmentation of normal and abnormal cells from microscopic images of

anaemic patients, here a hybrid method is proposed consisting of adaptive thresholding and

fuzzy C-means technique.

The fifth chapter discusses about the third method of sickle cell detection which is

based on ANN and SVM classifier. The hybrid segmentation method combining adaptive

thresholding and active contour is applied. Here, Otsu’s global thresholding method is also

combined with active contour segmentation and results are compared.

In the sixth chapter, fourth method for detection is reported using ELM classifier and

hybrid segmentation method.

In the seventh chapter, the future scopes about the reported work are discussed in details.

The conclusion of the thesis is also illustrated in this chapter.



2
Theoretical Background

This chapter gives a brief overview about the symptoms, causes, inheritance pattern of sickle

cell disease. Different types of sickle cell disease are also discussed. After that different

image segmentation techniques used for identification of normal and sickle RBCs in the

work are explained. Our proposed sickle cell detection system is formulated on different

supervised machine learning methods for classification purpose. The theoretical background

of these supervised learning methods are also discussed in this chapter.
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2.1 Sickle cell anaemia

Anaemia is a serious blood disorder which is mainly caused due to deficiency in the number

of healthy red blood cells (RBCs) in the human body. People of all over the world with all

ages are affected by anemia. There are different types of anaemia with different causes which

can range from mild to severe. The main types of anaemia based on its causes are as follows:

• Anaemia due to loss of RBCs

• Anaemia due to destruction of RBCs

• Anaemia due to production of faulty or less number of RBCs

Many reasons or conditions are included for anaemia due to loss of RBCs like ulcers

and gastritis in stomach, heavy menstruation periods in women, cancer in stomach etc. The

second type of anaemia i.e. due to destruction of RBCs before their life span also known

as haemolytic anemia includes autoimmune disorders, blood cancers, sickle cell anaemia,

thalassemia and spleen enlargement. The circumstances that are associated with third type of

anaemia include sickle cell anemia, iron deficiency anaemia, vitamin deficiency anaemia,

thalassemia and aplastic anaemia. In aplastic anaemia, the human body does not produce

enough amount of new blood cells due to the failure of bone marrow. The stem cell inside

the bone marrow stops to make new white blood cells, red blood cell and platelets. Aplastic

anemia may have symptoms like dizziness, fatigue, persistent infections, shortness of breath

etc. Iron deficiency anaemia occurs due to insufficient amount of iron in the human body

that helps to make red blood cells. This type of anaemia is more common in pregnant

women, premature newborns, children, poor diets people etc. Thalassemia is inherited type

of anaemia where body produce less numbers of haemoglobin affecting proper functioning

of the red blood cells. The reason for thalassemia is mutation of genes those are involved in

production of haemoglobin. In vitamin deficiency anaemia, human body have less numbers

of normal RBCs due to deficiency of vitamins — B12, folic acid, and vitamin C. Yellowing
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Fig. 2.1 Normal and sickle red blood cell

of skin, tiredness, rapid heartbeat, coldness of hands and feet etc. are the main symptoms of

vitamin deficiency anaemia.

Sickle cell anaemia is inherited haemolytic anaemia which is caused due to defect in the

hemoglobin present in the RBC. The defect in the haemoglobin causes change in shape of

RBC into abnormal crescent shape shown in Fig. 2.1. This irregular shape of RBC restricts

the blood flow in small blood vessels and creates serious illness. The normal RBCs are round

in shape and flexible. Therefore, these cells provide oxygen to different parts of the human

body by moving through small blood veins. These circular-shaped RBCs changed their shape

into crescent or sickle and become rigid in case of sickle cell disease thereby preventing

the normal flow of blood in the body. The defect in the gene of oxygen-carrying protein

molecule haemoglobin in the blood is responsible for the change of shape of these RBCs.

The defective haemoglobin is known as sickle haemoglobin or haemoglobin S (HbS). There

are two α and two β -globin chains in the normal haemoglobin also known as haemoglobin

A (HbA). In sickle cell disease, the β -globin chain of the haemoglobin becomes defective

due to point mutation. Fig. 2.2 shows the mutation in β -globin chain of haemoglobin. At
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the 6th position, the hydrophilic amino acid-glutamic acid is changed to hydrophobic amino

acid-valine [67].

Based on different ways of mutations in the two β -globin chains of the haemoglobin,

there are different types of sickle cell disease as follows.

(a) HbAS: In this type, a person with HbAS inherits one normal gene HbA from one

parent and one defective gene HbS from another parent. These persons are also called

sickle cell trait (SCT). They do not show any symptoms living a normal life. However,

they can pass the HbS gene to the next generation.

(b) HbSS: This type is called sickle cell anaemia, where a person gets defective gene HbS

from both parents. This is most frequent and serious type of sickle cell disease.

(c) HbS β -thalassemia: In HbS β -thalassemia, one parent passes a HbS gene and the other

parent passes β -thalassemia gene to their children.

(d) HbSC: This occurs when a person inherits a HbS gene from one parent and a defective

hemoglobin-C gene from another parent.

(e) HbSD: In HBSD, a person inherits a HbS gene and a defective gene HbD from the

parents.

(f) HbSE: Here, a person gets a defective gene HbE along with a HbS gene from the

parents.

(g) HbSO: In this type, a person gets a defective gene HbE along with a HbS gene from

the parents.

These different types of sickle cell diseases are pictorially depicted in Fig. 2.3 [68, 69].
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The inheritance pattern of sickle cell disease is shown in Fig. 2.4. In the first case, the

risk for children having SCD is 100% if both parent have SCD. The possibility of having

SCT is 100% if one parent has normal gene and other has SCD. If both parents are SCT,

then the probability of having child with SCT is 50%, child with SCD is 25% and child with

unaffected gene is 25%. The chances of having children born normal or with SCT is equal

i.e. 50% if one parent is normal and other parent is SCT. If one parent is SCD and other is

SCT then the probility for children having SCD or SCT is 50%.

2.2 Image segmentation

Image segmentation is an important step of processing an image in which an image is splitted

into number of subgroups (set of pixels) or parts to reduce the complexity of an image for

better analysis. Segmentation process divides an image mainly based on sudden changes

in intensity or similarity of regions according to certain attributes of the image. It helps to

analyze the objects present in the image by differentiating region of interest as foreground

and rest part as background. It is the crucial step in all fields of image processing application

without which further processing would not be possible. Segmentation has many application

in various fields like object detection in satellite images, faulty red blood cells, cancer cells,

tumour detection in medical imaging, fingerprint, face, iris recognition in security purposes,

agriculture, manufacturing etc [70, 71]. Figure 2.5 shows the various segmentation methods

in image processing for SCA detection. The main types of image segmentation techniques

are as follows:

• Thresholding based segmentation

• Region based segmentation

• Edge based segmentation
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Fig. 2.3 Types of sickle cell disease

• Clustering based segmentation

• Neural network based segmentation

2.2.1 Thresholding based segmentation

Thresholding is the simplest image segmentation method used widely in almost every image

processing fields. This method segments the image by studying the intensity levels of pixels

with a specified level called threshold. Thus it separates the image into foreground with black

and background with white values. There are two types of thresholding techniques: global

and adaptive thresholding.
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Fig. 2.4 Sickle cell inheritance
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Fig. 2.5 Segmentation methods for sickle cell anaemia

Global thresholding

In global thresholding only one threshold value is used for the whole image for segmenting

the image. This fixed threshold value generates a binary image. Global thresholding replace

black (zero) to the pixels below the threshold value and white (one) to the pixels above the

threshold value. This thresholding method is useful for images having bimodal histogram.

Suppose f (x,y) is an image having two distinct histogram with threshold value T which is

applied to segment the object from the background then final segmented image(binary) is

given by:

h(x) =


1, (x,y)≥ T

0, otherwise
(2.1)
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Fig. 2.6 (a) Original image (b) Histogram of image (c) Result of global thresholding

An example of global thresholding is shown in Fig. 2.6 where the image is segmented

using a single threshold value T = 127. The pixels of the image having intensity value

lower than 127 are converted to black and pixels having intensity value higher than 127 are

converted to white in the thresholded image.

Otsu’s thresholding:

There are some limitations of manually setting a predetermined threshold value. Therefore

automatic selection of threshold value is important for image with changing lighting condi-

tions. Otsu’s thresholding proposed by Nobuyuki Otsu implements single threshold value

automatically by minimizing the intra-class variance in intensity or maximizing inter-class

variance.
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Adaptive thresholding

The global thresholding method performs inferior for images with varying conditions of light,

contrast or colours in the image. The results for some areas are not satisfactory for such

types of images. Adaptive thresholding is used for these types of images to overcome the

disadvantages of global thresholding. The whole image is splitted into numbers of smaller

sub-images in adaptive thresholding and for each of these sub-images different threshold

values are evaluated. The calculation of the threshold value for sub-images is based on

statistical tools like mean and/or standards deviation etc. After calculating threshold values

of sub-images, the final segmented image is obtained by merging the sub-images. Figure 2.7

shows an example of adaptive thresholding.

There are many popular adaptive thresholding methods proposed by researchers used in

many image processing fields for segmentation. These are namely Niblack’s method, White

and Rohrer’s method, Bernsen’s method, Yanowitz and Bruckstein’s method, Yasuda, Dubois

and Huang’s method, Sauvola’s method, NICK’s method [72].

2.2.2 Clustering based segmentation

Clustering is an approach where data points are grouped together based on similar character-

istics or features like distance, intensity, connectivity. Data points which are in same cluster

should have same properties, while data points in different clusters should have different

properties. Therefore the goal of clustering is to divide the data into groups having same prop-

erties. Figure 2.8 shows an example of clustering. There are two types of clustering. They

are: hard clustering and soft clustering. In hard clustering, each data points should belongs

to only one cluster. In soft clustering, each data points can belongs to more than one cluster.

Here each data point is assigned with a probability or likelihood to be in a cluster [73]. Also

there are different types of clustering algorithms like partition clustering, distribution-based

clustering, hierarchical clustering, fuzzy clustering, density-based clustering etc.
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Fig. 2.7 (a) Original image (b) Result of global thresholding (c) Image subdivided into
individual sub-images (d) Result of adaptive thresholding

Fig. 2.8 Example of clustering
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Fuzzy C-means clustering

It is a popular soft clustering technique with data points can be associated with two or more

clusters simultaneously. In fuzzy C-means, membership values are assigned to each data

point for each of the cluster center. These membership values specify the extent to which

data points are associated with each cluster. The lower membership value of data points on

the edge of a cluster are lesser degree to be in the cluster than the data points which are in

the cluster center [74]. The algorithm has the following steps:

Let Y = y1,y2,y3...,ym be the set of data points and V = v1,v2,v3...,vn be the set of centers.

1. First select n cluster centers.

2. Evaluate fuzzy membership µpq using formula:

µpq =
1

∑
n
l=1(

dpq

dpl
)

2
c−1

(2.2)

where, dpq= Euclidean distance between pth data and qth cluster center.

3. Compute fuzzy centers vq using formula:

vq =
∑

m
p=1(µpq)

cyp

∑
m
p=1(µpq)c (2.3)

where, c= Fuzziness parameter.

4. The goal of fuzzy C-means clustering is to minimize the objective function given by:

F =
m

∑
p=1

n

∑
q=1

(µpq)
c∥yp − vq∥2 (2.4)



32 Theoretical Background

Repeat second and third steps until the value of F become minimum or ∥Uk+1 −Uk <

β∥. where, U = (µpq)m∗n= Fuzzy membership matrix, k=Iteration step, β= termination

criterion between 0 and 1 [75].

2.2.3 Region based segmentation

In region based segmentation, a region is formed as a set of pixels having same properties

which can be in respect of gray levels of pixels, colour of pixels, textures etc. There are two

main types of region based segmentation. They are: a) Region growing technique and b)

Region splitting and merging technique. In region growing technique, neighbouring pixels

are added to the seed points based on similarity forming a large region. The seed point

is selected arbitrarily in the initial stage. The process of adding pixels to seed points is

stopped when all pixels of the image belongs to some region. In split and merge technique,

whole image is first subdivided into homogeneous regions and after that merge neighbouring

regions with similar properties.

Active contour-based segmentation

When first employed by Kass et al. in 1988 [76], active contour model is used for image

segmentation and boundary tracing. This is a region based iterative boundary detection

technique starting with an initial contour for target boundary. The contour is then changed

so that it reaches the final desired boundary of the object with some defined criteria. Active

contour model uses the energy constraints and forces for partitioning the region of interest in

the image. It creates a contour or parametric curve for borders of the object. Various contour

methods using internal and external forces are employed for determining the curvature of the

model. The energy function is linked with the curve of the image. The sum of forces applied

to the image for controlling the contour position on the image described the external energy.

Internal energy is used to control the deformable changes in the image. The desired contour
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will be defined by the least energy function. This model is proved to be very effective for

segmentation of variety of medical images [77, 78].

2.3 Supervised machine learning

Supervised learning is a class of machine learning in which computers or machines are trained

with labelled dataset and machines produce output based on those training data. The labelled

dataset consist of some input data are marked with correct output. These labelled dataset

are applied to machine for learning and to predict the outcomes correctly. So the machine

can predict the outputs on the basis of prior knowledge or experience. The algorithms

of supervised learning are categorized as classification and regression model. There are

variety of applications of supervised learning algorithms on real field world including speech

recognition, sentiment analysis, forecasting of weather, stock market prediction, handwritten

text detection, spam detection, object recognition etc.

2.3.1 Naïve Bayes classifier

This classifier is one significant type of supervised learning technique based on Bayes theorem.

Known after the name of Thomas Bayes, it works on the assumption that the features are

not statistically dependent. Being a probabilistic method, it assumes the existence of a

specific feature in a class as independent of having any other features. One of the important

advantages of this method is that, for training purpose it requires a small dataset. Parameters

required for classification can be estimated in this method [79, 80]. This method aims at

finding out the posterior probability.

Applying Bayes rule, we can calculate the probability of posterior of n size dependent

feature vector X .
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P(c j|X) =
P(X |c j)×P(c j)

P(X)
(2.5)

where X = (x1,x2,x3, · · · · ·,xn)

P(c j|X)= The class j’s prosterior probability with a predictor x

P(X |c j)= Probability of x given a class j.

P(c j)= Prior probability of class j.

P(X)= Prior probability of predictor or Evidence.

Since in Naïve Bayes algorithm, conditional probabilities of the attributes x are assumed

to be statistically independent, decomposing the probability of likelihood to product terms, it

is estimated as

P(X |c j) = P(x1|c j)×P(x2|c j)×P(x3|c j)×· · ·P(xn|c j) (2.6)

Therefore probability of posterior of Eq. (2.5) becomes

P(c j|X) =
P(x1|c j)×P(x2|c j)×P(x3|c j)×· · ·P(xn|c j)×P(c j)

P(x1)×P(x2)×P(x3) · · ·×P(xn)
(2.7)

The denominator remains constant for a given input, so Eq. (2.7) can be written by removing

denominator.

P(c j|X) ∝

n

∏
i=1

P(xi|c j)×P(c j) (2.8)

For classifier algorithm, probability of known set of inputs for all possible values of class

variable is calculated and output with maximum probability is picked up [75]. This can be

expressed mathematically as:

c = argmax
c j

n

∏
i=1

P(xi|c j)×P(c j) (2.9)
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2.3.2 K-nearest neighbor classifier

The k-nearest neighbors (KNN) algorithm is one amongst the most popular supervised

machine learning method which has been extensively experimented for classification, data

mining, regression and pattern recognition purposes. This non-parametric algorithm utilises

‘feature similarity’ for predicting the new data points values. It means, a new class will be

assigned to the new data points based on their closeness of similarities with the points of the

training set. The algorithm has the following steps.

1. Loading of the training as well as well as test dataset.

2. Select the values of the nearest data points k (k is a positive integer, typically small)

3. For all the points in the test data, calculate their distance from each row of training

data.

4. Now, sort them in ascending order based on the distance value.

5. Top k rows are to be chosen from the sorted array.

6. Based on the most common class of these rows, the test point will be assigned a class

[75].

2.3.3 Artificial neural network

One of the finest tools in machine learning is ANN, which can replicate the things the way

human learn things. In other words we can say that ANNs are human brain inspired systems.

An ANN consists of hundreds of processing elements, called neurons. These neurons have

large weighted connections between them, forming neural structure and are arranged in

layers. Each connecting neurons in ANN determine the computational power of the network.

Each neuron is made up of input, output and the transfer function. The transfer function
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Fig. 2.9 Different layers of ANN

determines the behaviour of the network. Neurons get inputs from various sources and

the weighted sum of these inputs is the activation of the neurons. The stimulating signals

for activation is moved through the transfer function and generate an output of the neuron

[81, 82].

The most general type of ANN is the feed forward neural network and its architecture is

shown in Fig. 2.9. They have multiple neurons arranged in 3 interconnected layers: input,

intermediate and the output layer. The input layer nodes just transfer data/information to the

next level. The computation is done in the intermediate or the hidden layer which may be

single or multiple. After computations they pass the weights to the following layer. Output

layer employ an activation function that maps the data to desired output format. The main

goal of ANN is to make a platform that can execute various computational tasks faster

than the traditional systems. The functions ANN can handle include classification, pattern

recognition, function approximation, optimization, control and data mining [83]. Other

classes of NN are: Recurrent NN, Convolutional NN, Radial basis function NN, Kohonen

Self Organizing NN etc.
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Fig. 2.10 SVM

2.3.4 Support vector machine

Another machine learning classifier which is frequently used in medical field is SVM. It is

a fast and reliable supervised algorithm for classification and its performance is very well

for a limited amount of analysing data. In SVM, all data points are plotted in p-dimensional

space where p is number of features considered. SVM classifier perform classification by

drawing the best decision boundary in that space that separates the data points into distinct

classes. This best decision boundary or line is called hyper-plane. The data points of different

classes will appear on different sides of the hyperplane. The closest points of the hyperplane

from both the classes are defined as support vectors and the distance between these support

vectors and hyperplane is called the margin. SVM tries to maximize this margin by finding

the optimal hyperplane which means the boundary separates the classes is as wide as possible

as shown in Fig. 2.10 [84, 85].

2.3.5 Extreme learning machine

ELM is basically feed forward networks with single-hidden-layer. This networks work with

arbitrarily assigned input layer weights and biases and generalised inverse of the hidden layer
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Fig. 2.11 ELM structure.

output matrix will determine the output layer weights. Figure 2.11 illustrates the layout of an

ELM structure.

The output of ELM with K hidden nodes is:

fK(x) =
K

∑
i=1

βig(wi ∗ x j +bi) j = 1,2, ......,N (2.10)

where, βi = weight of output layer of the ith neuron of hidden layer, g = activation function,

wi = weights of input layer related to the ith neuron of hidden layer, x j = jth input sample, bi

= bias, N = no. of training samples.

Equation 2.10 can be shorten and written as:

T = Gβ (2.11)

where,



2.3 Supervised machine learning 39

G =


g(w1 ∗ x1 +b1) · · · g(wK ∗ x1 +b1)

... · · · ...

g(w1 ∗ xN +b1) · · · g(wK ∗ xN +bK)


N×K

(2.12)

β =


β T

1
...

β T
K


K×m

(2.13)

and

T =


tT
1
...

tT
N


N×m

(2.14)

where, m = no. of output, G = hidden layer output matrix, T = training data target matrix.

ELM is a linear system if the parameters of hidden layer wi and bi can be assigned

randomly. Then cost function is created:

∥Gβ̂ −T∥= min
β

∥Gβ −T∥ (2.15)

The values of β is calculated by determining a least square solution as:

β̂ = G†T (2.16)

where G† = generalized inverse of G (Moore-Penrose). Therefore, the output weights is

calculated by a mathematical transformation [86, 87].





3
Detection of Red Blood Cell and Sickle

Cell from Microscopic Blood Images using

Local Adaptive Thresholding Techniques

3.1 Introduction

Different segmentation methods have been applied by researchers in the medical field for

the diagnosis of normal and abnormal RBCs as discussed in the literature section of Chapter
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1. Thresholding based segmentation methods are used extensively in many works by the

researchers [16, 17, 25, 26, 43, 50]. They mainly used global thresholding methods for

SCA detection. In this chapter, local adaptive thresholding techniques are discussed and

results were compared for red blood cells (RBCs) and sickle cells detection. First, Niblack’s

thresholding method was applied for segmentation of normal and sickle cells. The geometric

parameter i.e. metric value or form factors of the RBCs are used for detection process. In the

second methodology, another three adaptive thresholding methods namely Bernsen, Sauvola

and NICK along with Niblack were implemented one by one on the image database and a

comparative analysis was carried out.

3.2 Detection of sickle cells using Niblack’s adaptive thresh-

olding method

3.2.1 System Block Diagram

The block diagram for detection of normal and sickle RBCs from microscopic blood images

of anaemic person is shown in Fig. 3.1. The block diagram consists of four steps: a) input

image acquisition, b) image pre-processing, c) segmentation using Niblack’s thresholding

and d) detection of abnormal RBCs using form factor. Red blood cells detection is the

process to differentiate between normal RBC and sickle cell in microscopic blood image

[88].

Data acquisition and image pre-processing

In this work we have used samples collected from online medical library [89]. Figure 3.2

and Fig. 3.3 show some of sample microscopic blood images of sickle cell anaemic patients

containing normal RBCs and sickle RBCs. A total of 10 such images are collected to form the
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Fig. 3.1 Block diagram for detection of sickle cells

image database. These images are enhanced for further analysis. Therefore pre-processing is

done before feeding into the segmentation process.

Pre-processing of image is an essential step in image processing so that the image is set

for further actual processing. Image enhancement is done after removing noises present in

the image. There are some artefacts and illumination issue which have been added during

image acquisition; these must be removed in the pre-processing step. Filtering, debluring,

histogram equalization, contrast enhancement etc. are several practises that exist for pre-

processing of images. After reading the RGB input image in the MATLAB environment, it

is transformed to gray scale. Thereafter the image can be filtered using a median filter to
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remove the impulsive noise present in the image if necessary. Median filter is used here as

this filter is useful for preservtion of edges while removing noise.
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Segmentation using Niblack’s thresholding

In segmentation process the image is partitioned into different objects. In sickle cell anaemia

detection, the image is separated into foreground region with the aim to isolate the normal

and abnormal RBCs and background region with the plasma. Image thresholding procedure

is one of the vital ways for segmentation of image that separate the image into foreground

and background regions. Here, Niblack’s thresholding method is applied to get the binary

image from the gray level one. This effectively separates the cell image from its background.

Niblack’s thresholding

This local thresholding algorithm is based on calculation of threshold value using mean

and the standard deviation by moving window about the location of each pixel. The native

threshold at any given pixel (x,y) can be calculated by using the equation as given in Eq. 3.1.

NT (x,y) = m(x,y)+ k ∗δ (x,y) (3.1)

Here, m(x,y) and δ (x,y) are the local mean and local standard deviation respectively.

The quality of thresholded image determines with the value of k and the size of the sliding

window. Based on the type of application, the size of the window varies. Segmentation

result of binary image depends on the size of window [91, 92]. After Niblack’s thresholding,

morphological operation has been applied on the image in order to remove the distortions

and to make the object smooth. The holes in the binary image are also filled which refines

the border of the image. After that small objects have been removed from the binary image.

The final segmented image for a sample image is shown in Fig. 3.4.
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Detection of normal RBCs and sickle cells

Geometrical Features are used to classify normal RBC and sickle cell from the segmented

images. Here we estimate each object’s area and perimeter. Using these results a simple

metric (form factor) is calculated that indicates the roundness of an object as given in Eq. 3.2.

The value of this metric is equal to one for a circle and it is less than one for any other shape.

Circularity or Metric Value =
4× pi×area

perimeter2 (3.2)
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3.2.2 Results and Discussion

In this section, we will discuss how the proposed method is being implemented for achieving

significant results in terms of detection of normal RBCs and sickle cells. The Niblack’s

thresholding is applied to the image data set. Then normal and abnormal RBCs are classified

calculating geometrical parameter i.e. form factor of each cell in the blood images. Fig.

3.5 shows the three microscopic blood images of sickle cell anaemic persons and their

corresponding segmented results after applying Niblack’s thresholding and calculation of

form factor to identify normal and abnormal RBCs. In Fig. 3.5 form factor determines the

classification of normal and abnormal RBCs. The RBCs where form factor is nearer to 1 are

detected as normal RBCs. For sickle cells value of form factor is nearer to 0.5. Thus using

form factor the normal RBCs and sickle cells have been differentiated from the microscopic

images.

This work describes a local thresholding algorithm that removes background of an image

of blood by using local mean and standard deviation. Niblack’s thresholding technique is

implemented here for segmentation process on blood images. Although this method has

been experimented in different applications, for detection of sickle cell anaemia it has been

implemented afresh. This thresholding technique along with geometrical parameter (form

factor) proves to be very much effective segmentation method in detection of normal RBC

and sickle cell from microscopic blood images.
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3.3 Comparative study on different adaptive thresholding

techniques for detection of sickle cells

3.3.1 System Block Diagram

Figure 3.6 shows the block diagram of detection of normal RBCs and sickled RBCs from

microscopic image of blood of person having SCD. This block diagram has four steps:

a) input image acquisition, b) image pre-processing, c) segmentation using four different

thresholding methods and d) detection of normal and sickle RBCs. Here the segmentation

block discussed in the first methodology in section 3.2 is replaced by a segmentation block

with four different adaptive thresholding methods [90].

Image segmentation using different adaptive thresholding techniques

In this work different adaptive thresholding methods namely Bernsen, Niblack, Sauvola and

NICK techniques are applied to the pre-processed image one by one. After thresholding,

different morphological operations have been applied for removal of distortions and to make

the object smooth.

(i) Bernsen’s Technique: This thresholding method is proposed by Bernsen [93] which is

based on local contrast value to calculate local threshold value given by Eq. (3.3)

TB(p,q) =
Ilow + Ihigh

2
(3.3)

Here Ilow and Ihigh are the lowest and highest gray level values in a neighborhood r× r

centered at (p,q). The threshold value TB(p,q) depends on the local contrast value

that is calculated by Eq. (3.4)

C(p,q) = Ihigh − Ilow (3.4)
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Fig. 3.6 System diagram for detection of sickle cells
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If C(p,q) ≥ contrast threshold, then TB(p,q) is calculated by Eq. (3.3). Otherwise,

the neighborhood consists only of one class, foreground or background.

(ii) Sauvola’s Technique: This approach uses local mean, m(p,q) and local standard devia-

tion, δ (p,q) for each pixel separately to calculate TS(p,q) given by Eq. (3.5)

TS(p,q) = m(p,q)[1+P(
δ (p,q)

Smax
−1)] (3.5)

Where, P = Constant

Smax = Max. value of standard deviation

The threshold value TS(p,q) becomes approximately equal to m(p,q) for a high con-

trast area in an image since δ (p,q)∼ R whereas for low contrast area TS(p,q)< mean

value and remove the dark portions in the background [94].

(iii) Niblack’s Technique: The local threshold value TN(p,q) is calculated by the Eq. 3.6

which was proposed by W. Niblack [91].

TN(p,q) = m(p,q)+P∗δ (p,q) (3.6)

Here, P = Constant in the range [0 to 1].

The P assessment and the size of the window determine the thresholding quality in the

segmentated image.

(iv) NICK’s Technique: In this technique, the threshold value is determined from the

Niblack’s method as given in Eq. 3.7

TNICK(p,q) = z+P

√
(∑b2

i − z2)

MN
(3.7)
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Here, P = Constant in the range [-0.1 to -0.2]

z = Avg. level of intensity

bi = Intensity of pixel

MN = Total counts of pixels present in the image [95].

3.3.2 Results and Discussion

The image dataset consisting of 10 samples are fed to the above mentioned thresholding

techniques and detection results are studied for comparative analysis. Figure 3.7 shows

one of the input sample image taken from the database used for the work and its segmented

version after applying the techniques of Bernsen, Niblack, Sauvola and NICK. These figures

specify the value of the metric of each cells present in the blood image to classify them into

normal and abnormal RBCs.

Table 3.1 shows the overall accuracy of different thresholding techniques which are

calculated after applying them to the whole image dataset. From the table, we can say that,

Niblack’s technique gives comparatively better result for detection of sickle cells. Table 3.2

shows the computational time of all the techniques. From computational time point of view,

NICK’s technique proves to be the best.

Here we have discussed about four different adaptive thresholding methods for detection

purpose of normal and abnormal cells in sickle cell anaemia. Although these adaptive

techniques have been used for segmentation purpose, this work focuses mainly on applying

these tools for detection of sickled RBCs. From the result, we can say that out of all four

thresholding methods, Niblack’s technique gives highest accuracy of 96% for sickle cell

detection. Again from computational time point of view, NICK’s technique performs in the

lowest time of 1.73 seconds.
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cells 57

Table 3.1 Accuracy of the thresholding techniques

Sl. no. Thresholding technique Accuracy (%)

1 Bernsen’s thresholding 93.6

2 Niblack’s thresholding 96

3 Sauvola’s thresholding 95

4 NICK’s thresholding 95.4

Table 3.2 Computation time of different thresholding techniques

Sl. no. Thresholding technique Computation time (sec.)

1 Bernsen’s thresholding 3.10

2 Niblack’s thresholding 3.27

3 Sauvola’s thresholding 2.74

4 NICK’s thresholding 1.73





4
Classification of Red Blood Cell and Sickle

Cell Using Naïve Bayes Classifier and

K-Nearest Neighbor Classifier

4.1 Introduction

In this chapter, application of supervised classifiers such as Naïve Bayes classifier as well

as K-nearest neighbor classifier are described for sickle cells detection along with a hybrid
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segmentation technique. The novel hybrid segmentation technique is proposed for normal and

abnormal cell segmentation by combining fuzzy C-means (FCM) and adaptive thresholding

method. FCM is combined with four different thresholding methods. From the hybrid

segmentation technique, 8 shapes or geometrical features as mentioned below are extracted

from each of the sample cells present in the microscopic image of the database.

1. Major axis

2. Minor axis

3. Aspect ratio

4. Area

5. Perimeter

6. Form factor (metric value)

7. Eccentricity and

8. Solidity

These features are fed to both of the classifiers and performance were evaluated and

compared for each of the hybrid combination of segmentation using accuracy, sensitivity,

specificity and precision. In terms of these performance parameters, the comparison clearly

depicts that the proposed hybrid method including fuzzy C-means and NICK’s thresholding in

combination with K-nearest neighbor classifier performs the best with a significant accuracy

of 98.87% along with the lowest time of computation.

In current research scenario of SCA detection using automatic classification techniques,

many researchers have evaluated favorable and significant results by using faster and robust

systems and various available image processing methods. It is always interesting and

encouraging to obtain fresh findings through application of new methodologies for detecting
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abnormal RBCs. The motive of this proposed methodology is to formulate a robust and

fast segmentation method of hybrid nature for SCA’s automatic detection. This work shows

combining of adaptive thresholding methods like Bernsen, Niblack, Sauvola and NICK with

fuzzy c-means clustering for classifying normal and abnormal RBCs and the performances

are then evaluated by use of the some performance parameters for the Naive Bayes and KNN

classifiers. The formulation of this hybrid proposed methodology is a novel approach for

identification of SCA.

4.2 System Block Diagram

The methodology of the proposed work can be well divided into four distinct steps:

1. Image pre-processing,

2. Hybrid image segmentation applying fuzzy C-means and adaptive thresholding meth-

ods,

3. Feature extraction and

4. Classification.

The system can be represented in the form of a block diagram as shown in Fig.4.1 [75].

This work is carried out on images collected from online image library [89]. The dataset

consists of ten sample microscopic blood images of sickle cell anaemic persons. These

images includes both normal as well as abnormal (sickle shaped) RBCs which are fed to the

first step of the proposed system as an input for onward processing.

4.2.1 Image pre-processing

For extracting fruitful results in any image processing applications, pre-processing of the

input images carry significant importance. In this phase the input images are processed for
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Fig. 4.1 System block diagram of the proposed system

improving its overall quality for ease of application of various image processing techniques

effectively. Filtering, debluring, histogram equalization, contrast enhancement etc. are

several practises that exist for pre-processing of images. Here also the sample raw images are

transformed to gray scale from RGB for enhancing the quality of information included in the

images for their effective processing in rest of the stages of the proposed method. Here the

image can be filtered using a median filter for removing the impulsive noise present in it if

necessary. This filter is used here as it is very useful for preservtion of edges while removing

noise.
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4.2.2 Image Segmentation

Image segmentation is one of the most important step of the system. The primary objective

of this segmentation is to change the representation of the images for making its analysis

easier. Based on the similarities of the properties, segmentation divides the image into various

regions. It plays the important role of identifying region of interest (ROI) in the field of

medical image processing [96].

In the context of the current work, the purpose of this step is to separate normal (healthy)

and abnormal (unhealthy) RBCs contained in the image. In this work, in order to formulate

a hybrid method for segmentation, thresholding based segmentation and clustering based

segmentation methods are combined. It is a novel approach for identification of SCA. Here

as a hybrid approach at first, each of the microscopic blood images are segmented by fuzzy

C-means clustering which are then segmented by using adaptive thresholding methods.

In case of global thresholding method, value of the threshold is fixed. The pixels of the

images having higher level of intensity compared to the threshold are assumed as black or

foreground and the rest of the pixels are considered as white or background. In all types of

images this method does not give encouraging results. For images with variable background

and diversity all through the object, the performance of the global thresholding techniques is

not proper. In these types of images, satisfactory results are obtained in a few regions while

the results obtained in the rest of the regions are not appropriate. To nullify this drawback

of global thresholding, local thresholding method is applied. In this technique, the input

image is separated into numbers of sub-images. Threshold values for each of the sub-images

are then calculated. These calculations of threshold values for the sub-images are done

by application of different statistical tools such as mean, standards deviation etc. For the

interest of having appropriate results, merging of the threshold values calculated for all the

sub-images are done.
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In the current work, the images segmented by fuzzy C-means method are processed by

four adaptive thresholding techniques namely Niblack, Bernsen, Sauvola and NICK methods.

Morphological operation

After performing clustering and thresholding on the input images by using four different

methods already mentioned, some morphological operations are to be applied for getting the

final segmented images. The purpose of applying these operations is to remove distortions

from the output images of the thresholding step. Binary images are used to have many

internal holes that are filled. At the next step, the borders of the images are cleared by

removing the incomplete items. In addition to these there are some unwanted objects of

small sizes in the image that are also eliminated from the final images. After successful

applications of these morphological operations, the cells of interest are marked as distinct

objects. Appropriate features from these objects are then extracted separately.

4.2.3 Extraction of features from the segmented images

Before classification of images, selection and extraction of appropriate features is very

important. The extracted features of the image should carry enough information of interest

to be fed to the classification stage. As SCA is detected based on changing the shape of the

RBCs, hence selection of morphological features of the cells in this work is considered to be

the appropriate one.

The feature metric value is the measure of roundness of the RBCs. This is also termed as

circular shape factor (CSF). For a normal RBC having round shape the value of CSF is 1 but

for sickle shaped RBCs, the value decreases from 0.7 to 0.

CSF or Metric value =
4× pi×Area

perimeter2 (4.1)
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The ratio of the length of the major axis of the RBC and that of the minor axis is called

the Aspect Ratio. For a healthy RBC the value of the ratio is approximately equal to 1 or

slightly greater than 1. But for a sickle shaped RBC having elongated shape, its value is

much larger than 1 [62].

Aspect ratio =
Ma jor axis length
Minor axis length

(4.2)

The features eccentricity and solidity are also evaluated for each of the RBCs of the blood

images. The value of eccentricity gives how much the shape of the cells differs from the

circular shape. For the round shape, value of eccentricity is 0. The solidity can be evaluated

by equation:

Solidity =
Area

Convex hull area
(4.3)

For all the healthy and abnormal cells of the segmented blood images the above mentioned

geometrical features are extracted. As four different thresholding techniques were applied

for hybrid segmentation of the images, hence four distinct sets of features are obtained for

each of the RBCs present in the images. These values of the features are then considered for

classification.

4.2.4 Classification using Naïve Bayes and KNN classifiers

Like feature extraction, selection of appropriate classification techniques also plays an

important role in the performances of any proposed methodology. From the literatures

reviewed in the context of classification of SCA, classifiers namely Support Vector Machine

(SVM), K-Nearest Neighbour (KNN) and Artificial Neural Network (ANN) are found to

have significant results [43, 44, 53, 54]. Out of these available techniques, for the reported
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work Naïve Bayes and KNN classifiers are selected to be used for differentiating the two

classes of RBCs.
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4.3 Results and Discussion

The results evaluated in each of the stages of the proposed system are presented in this section

with associated analysis. In the pre-processing step, the raw images were transformed to

gray scale from RGB for enhancement of its quality which are then fed for segmentation. In

the segmentation step, four combinations of hybrid segmentation methods were used. The

segmented images obtained from the sample microscopic blood image by using fuzzy C-

means pairing with Bernsen, Niblack, Sauvola and NICK thresholding methods respectively

are shown in Figure 4.2. The process was repeated for all the images of the dataset. For

all the healthy and abnormal cells of the segmented blood images the selected geometrical

features are then extracted and tabulated. Some sets of these extracted feature values for five

numbers of healthy and sickle cells of one input image are shown in Table 7.1. Each of these

feature sets contains eight geometrical parameters of the RBCs. These eight numbers of the

geometrical parameters are evaluated for each of the RBCs present in all the ten images taken

in the sample dataset by applying four types of hybrid methodologies considered. From

the results shown in Table 7.1, it can be concluded that for the healthy RBCs, the ranges of

the aspect ratio and metric value are [1−1.2] and [0.85−1.07] respectively. But in case of

the sickle RBCs the ranges of the aspect ratio and metric value are [2−3] and [0.35−0.80]

respectively. The eccentricity for the healthy RBCs is less than 0.5 whereas for the sickle

RBCs this value is greater than 0.5. The solidity on the other hand for the healthy RBCs is

equal to 1 approximately, whereas in case of the sickle RBCs, the said value is less than 0.75.

After completion of the evaluation of selected features from the healthy and sickle RBCs

of the input images, these are fed to the classifiers Naïve Bayes and KNN for appropriate

classification. 60% out of the total extracted feature set of each of the RBCs are used for

training the classifiers and the rest of the 40% feature set are considered for testing purpose.
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Fig. 4.3 Confusion matrix for calculation of performance parameters

The performance of the classifiers is evaluated using confusion matrix. Using confusion

matrix, the parameters for performance of the classifiers such as accuracy, sensitivity, speci-

ficity and precision are calculated. These parameters can be explained from confusion matrix

shown in Fig. 4.3 as:

Accuracy =
T P+T N

T P+FN +FP+T N
(4.4)

Sensitivity =
T P

T P+FN
(4.5)

Speci f icity =
T N

T N +FP
(4.6)

Precision =
T P

T P+FP
(4.7)

where, TP =True Positive = Quantity of positive class (sickle cell) correctly identified as

positive in numbers.

TN =True Negative = Quantity of negative class (normal RBC) properly detected as negative
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in numbers.

FP =False Positive = Quantity of negative class (normal RBC) inaccurately detected as

positive (sickle cell) in numbers.

FN =False Negative= Quantity of positive class (sickle cell) incorrectly detected as negative

(normal RBC) in numbers.

Accuracy is the ratio of number of cells that are perfectly classified to total number of

cells classified by the classifier. Sensitivity is the ratio of perfectly detected unhealthy cells

i.e. sickle cells to total unhealthy cells. Specificity is obtained by dividing accurately detected

healthy cell to total healthy cells. Precision is ratio of total accurately detected unhealthy

cells and the total predicted unhealthy cells. Using the values of the confusion matrix, four

performance parameters of Naïve Bayes and KNN classifiers are calculated for all the images

present in the dataset.
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Table 4.7 Computation time of Naïve Bayes and KNN classifier

Segmentation method
Computation time (sec.)

Naïve Bayes KNN

Fuzzy C-means and Bernsen Thresholding 0.88 0.79

Fuzzy C-means and Sauvola Thresholding 0.86 0.81

Fuzzy C-means and Niblack Thresholding 0.82 0.76

Fuzzy C-means and NICK Thresholding 0.56 0.45

The performances obtained from the results of the classifiers Naïve Bayes and KNN

using the thresholding methods Bernsen, Sauvola, Niblack and NICK respectively are shown

in Table 4.2 - Table 4.5. Table 4.6 presents the overall values of the parameters accuracy,

sensitivity, specificity and precision for the applied classifiers for all four types of adaptive

thresholding techniques. The graphical representation of these values of the performance

parameters are represented in Figure 4.4. The comparison presented in these results shows

that the hybrid segmentation technique using the four adaptive thresholding methods gives

satisfactory results in detection of SCA. Amongst the four adaptive thresholding techniques,

NICK’s method gives better performance in case of both Naïve Bayes and KNN classifiers.

It can also be seen in the results that, the performance of KNN classifier is comparatively

superior to that of the Naïve Bayes classifier. KNN classifier gives highest accuracy of

98.87% with NICK’s thresholding method. Table 4.7 shows the computational time of Naïve

Bayes and KNN classifier for different thresholding methods. From computational time

point of view also, KNN classifier and the hybrid combination of fuzzy C-means and NICK

thresholding performs better.

Finally a comparative analysis of the proposed method with other existing methods based

on the non-overlapping sickle cell detection is carried out and is presented in Table 4.8. From

this comparison, it is seen that the performance of this proposed method using KNN classifier

with fuzzy C-means and NICK thresholding technique is the best.
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Table 4.8 Comparison of performance of our method with other existing methods

Method
Performance measures

Accuracy Sensitivity Specificity Precision

Proposed method (KNN classifier
with fuzzy C-means and
NICK thresholding)

98.87 98.52 98.49 98.36

Aliyu et al. [17] 93 94 80 -

Rakshit et al. [30] 95.8 - - -

Tomari et al. [43] 83 76 - 82

Chy et al. [50] 95 96.55 - -
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5.1 Introduction

The works carried out with the motive of SCA’s automatic detection by use of a novel

segmentation technique in combination with four different methods of thresolding and active

contour-based algorithm are included in this chapter.

In this work, for the purpose of detection of sickle cells, supervised classifiers like

Artificial Neural Network (ANN) and Support Vector Machine (SVM) are selected. Amongst

the four selected adaptive thresholding techniques the performance of NICK’s methods

is found to be superior than the others. Again the performance of the SVM classifier is

found to be slighly better than ANN classifier while trained with scaled conjugate gradient

back-propagation algorithm with 10 hidden layer neurons. This proposed approach results in

highest accuracy of 99.2% using SVM classifier along with NICK’s thresholding method

and active contour-based algorithm. The performance of the reported approach is also

analysed for seven different types of training algorithms in the ANN classifiers by changing

the numbers of hidden layer neurons. On comparing the performances of these algorithms,

it was seen that resilient back-propagation algorithm with 10 hidden layer neurons gave

resonably better performance in ANN with the accuracy of 99%. The evaluated results from

this approach and its analysis proves that ANN and SVM classifiers used in combination

with adaptive thresholding methods and active contour based technique is an effective and

fruitful approach of classification of SCA patient. Over the past years, various segmentation

techniques for the analysis of medical images have been reported by researchers. Region

based segmentation methods were amongst such techniques which were widely used by

the researchers. Some of these region based detection methods implemented on medical

images are region growing, contour based technique and region based level set technique etc.

[28, 98, 99]

In recent years, significant increase in the application of neural network in processing

of medical images for the purpose of classification has been noticed because of its high
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accuracy and less computational time [100, 101]. Khalaf et al.[45] reported an approach

of using different types of neural network models for sickle cell disease detection from the

considered biomedical dataset. Another algorithm was proposed by Elsalamony [44] for

detection of anaemia by neural network. In this algorithm identification of the abnormal

RBCs from microscopic blood images was done by using CHT and morphological operations.

In a similar approach, 98%, 100%, 100%, and 99.3% rates of effectiveness for detecting

elliptocytosis RBCs, sickle cells, microsite RBCs and unknown shaped RBCs respectively

were achieved by the authors from the 21 numbers of microscopic blood images using

artificial neural networks. The support vector machine classifier on the other hand was

trained for SCA’s automatic detection [50] which gave 95% and 96.55% of accuracy and

sensitivity respectively. The use of different machine learning methodologies such as ANN

trained with random forest classifier, Levenberg-Marquardt algorithm, Elman & Jordan

recurrent neural network (RNN) classifier, hybrid RNN, combining the Elman and Jordan

networks and SVM classifier for detection of SCD was reported in[41].

5.2 System Block Diagram

The proposed methodology in the form of a system block diagram is presented in Fig. 5.1.

The methodology can be well described with the help of five major blocks as follows:

1. Input image data

2. Pre-processing of the input images

3. Image segmentation by Active contour-based technique and four adaptive thresholding

methods with morphological operations

4. Feature extraction and

5. Classification by using ANN and SVM classifiers [78]
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Fig. 5.1 System block diagram

5.2.1 Pre-processing of input data sample

This work is carried out on images collected from online image library [89]. The dataset

consists of ten sample microscopic blood images of sickle cell anaemic persons. These

images includes both normal as well as abnormal (sickle shaped) RBCs which are fed to

the first step of the proposed system as an input for onward processing. The images are

transformed to gray scale from RGB for enhancing the quality of information included in

the images for their effective processing in rest of the stages of the proposed method. The
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prime objective of this pre-processing is to prepare the input data or images in an appropriate

manner so that significant and fruitful results can be evaluated in its processing steps as

desired.

5.2.2 Segmentation of pre-processed images

Image thresholding is considered to be the simplest type of image segmentation process,

as it segregates the image into two regions of pixels, i.e. foreground and background. The

main objective of medical image segmentation is to identify the region of interest from these

two based on the type of application. In this work, the normal and abnormal RBCs are

divided from the background during segmentation. For this purpose, four local adaptive

thresholding methods along with active contour-based segmentation techniques are used on

the pre-processed blood images.

The Active contour model is a region based iterative boundary detection method starting

with an initial contour for target boundary. The contour is then changed so that it reaches the

final desired boundary of the object with some defined criteria.

In case of local adaptive thresholding, for the sub-images of the whole image more than

one threshold values are considered. Some characteristics of the local image areas are utilised

to select a different threshold values for distinct parts of the image. Different adaptive thresh-

olding methods with significant performance capabilities are used for biomedical images

segmentation which includes Niblack’s, Sauvola’s, Bernsen’s and NICK’s thresholding. In

Niblack thresholding, the algorithm computes the threshold in accordance with the local

mean and standard deviation over a particular size of window throughout each pixel position

in the image [102]. The governing equation of NICK’s thresholding is derived from the

Niblack’s thresholding [95]. In this work, four thresholding methods are experimented with

active contour-based segmentation on the pre-processed input images followed by some

selected morphological operations in order to obtain the final segmented images. The spe-



86
Classification of Sickle Cell based on Adaptive Thresholding and Contour-based methods

using ANN and SVM Classifiers

cific objective of performing morphological operation in the above process is to nullify the

unwanted distortions or incomplete objects from the images already thresholded. The images

in the database are also segmented by using a global thresholding method namely Otsu’s

thresholding along with active contour-based method for comparing the performances of

adaptive and global thresholding. Figure 5.2 shows the results of hybrid segmentation with

Otsu’s global thresholding and four adaptive thresholding methods respectively.

5.2.3 Feature extraction from segmented images

In most of the cases morphological features are used to classify normal and abnormal

RBCs for recognition of sickle cell disease. Seven geometrical features are extracted from

each detected cell of the sample image. These are area, perimeter, major axis, minor axis,

circularity, eccentricity and solidity. Using the values of the major axis and minor axis thus

extracted, aspect ratio is evaluated as given by the Eq. 5.1.

Aspect Ratio =
Ma jor Axis Length
Minor Axis Length

(5.1)

For the RBCs with normal shape, the value of the aspect ratio is nearly equal to 1, whereas

because of the crescent shape of sickle cell, it’s value is much greater than 1. The Circularity

or metric value or effect factor can be calcuted from the features area and perimeter using the

Eq. 5.2.

Circularity or Metric Value =
4× pi×area

perimeter2 (5.2)

The value of Circularity is 1 for normal RBCs and approximately less than 0.7 for sickled

RBCs. The degree of deviation of an object from being circular can be measured by

Eccentricity. It’s value for normal RBCs is 0 for being round in shape.

Solidity =
Area

Area o f Convex hull
(5.3)
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The value of Solidity is 1 and less than 1 for an object with regular boundary and irregular

boundary respectively. Four different sets of features for each of the image in dataset are

obtained after applying thresholding methods namely Bernsen, Niblack, Sauvola and NICK’s

thresholding. Figure 5.3 shows the final segmented image of one cropped sample image

with 8 feature values.
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Table 5.1 Feature values for a normal and sickle cell

RBC
type

Features

Major
Axis

Minor
Axis

Aspect
ratio

Solidity Area Perimeter Circularity Eccentri
-city

Normal 87.46 84.37 1.03 0.99 5938 273.28 1 0.27

Sickle 104.58 43.87 2.38 0.97 3496 241.05 0.76 0.90

5.2.4 Classification of images using ANN and SVM classifiers

The feature vectors for different classifiers are formed from the features extracted from all

the normal and abnormal cells for each of the images considered in the dataset. Such a

feature vector for a normal as well as sickle cell is shown in Table 5.1. The table clearly

depicts the differences in values of the extracted features for normal and sickle RBC. Thus

the feature vectors are derived for all normal and sickle cells for 10 images of the dataset

from segmentation method and are applied for training the ANN and SVM classifiers one

by one. Then the performance measures of both the classifiers are studied. In this process

different training algorithms were used for training in the ANN and the evaluatied results

were also studied in a comparative manner. The back-propagation (BP) algorithms considered

here are: Scaled conjugate gradient BP (SCGBP), Gradient descent with adaptive learning

rate BP (GDALBP), Levenberg-Marquardt BP (LMBP), Gradient descent with momentum

BP (GDMBP), Bayesian regularization BP (BRBP), Gradient descent with momentum and

adaptive learning rate BP (GDMALBP) and resilient BP (RBP).

5.3 Results and Discussion

In the current work, machine learning techniques ANN with BP algorithm and SVM are

used for classification of normal and sickle cell. In case of ANN, 8 input layer features,

2 output layer neurons and 10 numbers of intermediate layer neurons are used along with
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scaled conjugate gradient BP algorithm for training and testing purpose. Whole the input

data is divided into 3 sections. 70% of that are used for training, 15% are used for validation

and the remaining 15% data are used for testing purpose. In the context of SVM classifier,

70% and 30% samples are used for training and testing purpose respectively.

For performance analysis of the ANN and SVM classifiers, we evaluated the percentage

of correct classification rate or accuracy, sensitivity, specificity and precision for each of

the classifier using confusion matrix. Figure 5.4 shows the confusion matrix of ANN

classifier with active contour-based method and NICK thresholding for a sample image.

Table 5.2- Table 5.5 show the performance parameters of ANN and SVM classifier using

Bernsen, Sauvola, Niblack and NICK’s thresholding along with active contour segmentation

respectively. Table 5.6 shows the overall performance of ANN and SVM classifiers for the

dataset. Amongst the four adaptive thresholding techniques, NICK’s method gives better

performance in case of both the ANN and SVM classifiers. In addition the analysis also shows

that the performance of SVM classifier is better over the ANN type for sickle cell detection.

The proposed segmentation technique with NICK thresholding results in maximum accuracies

of 99.2% and 98.8% for SVM and ANN classifier respectively with scaled conjugate gradient

back-propagation algorithm. The system is also experimented by using global thresholding

method namely Otsu’s thresholding in place of adaptive thresholding and results are shown in

Table 5.7. Comparing the results of Table 5.6 and Table 5.7, it is found that the performance

of adaptive thresholding is better than Otsu’s global thresholding.

At the next stage, with different training algorithms the performance of the ANN classifier

is evaluated by varying the numbers of neurons in the hidden layer. The overall accuracies

obtained in case of 7 different training algorithms used to train the ANN classifier in this work

are shown in Table 5.8. Out of these back-propagation algorithms, Resilient back-propagation

algorithm shows the highest accuracy of 99% with 10 numbers of hidden layer neurons.
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Fig. 5.4 Confusion matrix of ANN classifier
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Table 5.7 Overall performance of ANN and SVM classifier using Otsu’s thresholding and
active contour-based segmentation

Classifier Accuracy Sensitivity Specificity Precision

ANN 96.8 98.7 96.1 87.9

SVM 97.4 97.9 98.9 98.8

The proposed approach of classification of blood images for detection of SCA is compared

with some other existing methods used for SCA detection and the results of comparison are

shown in Table 5.9. In this result, performance of SVM classifier with NICK’s thresholding

and active contour-based segmentation method has been shown in comparison with the

existing methods of SCA detection which are based on global thresholding segmenting

technique. This comparative analysis clearly shows improved performances of ANN and

SVM classifiers while used with local adaptive thresholding method.

This work has been carried out with a distinct motive of making the process of detection

of SCA automatic with the help of some appropriate segmentation methods. For this purpose,

machine learning techniques like ANN and SVM are applied for effective detection of sickle

cells. Again for segmentation, adaptive thresholding techniques with active contour-based

methods are used. From the analysis of the evaluated results, it is seen that, both the ANN

and SVM classifiers give maximum classification rate with NICK’s and active contour based

segmentation methods. In terms of accuracies and other considered performance parameters,

both these classifiers gave better results in case of adaptive thresholding methods than Otsu’s

global thresholding technique.

The analyses of the results are further extended by comparing the performances of ANN

evaluated with seven different and unique training algorithms. This analysis shows that

resilient BP algorithm gave moderately better accuracy than the others. While comparing

the performance of the proposed approach of SCA detection with other similar methods,

favourable results were also obtained in support of the proposed method. In view of the entire
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Table 5.8 Overall Accuracy of ANN classifier with different training algorithms and varying
hidden layer neurons

Sl. No. ANN training algorithm
No.s of hidden layer neurons

5 10 50 100

1 SCGBP 98 98.8 97.3 96.8

2 GDMBP 97 97.3 95.7 93.7

3 GDALBP 95.9 97 94.7 93.5

4 GDMALBP 98 98.2 97.4 96.5

5 LMBP 97.8 98.5 96.3 95.8

6 BRBP 96.9 97.8 97.4 96

7 RBP 98.7 99 98.3 97.5

Table 5.9 Performance comparison of proposed system with other techniques

Technique Accuracy Sensitivity Specificity Precision

Proposed method (SVM classifier
with NICK’s thresholding and active
contour-based segmentation)

99.2 98.7 98.7 98.3

Albayrak et al. [16] 91.1 79 - 92.9

Aliyu et al. [17] 93 94 80 -

Rakshit et al. [30] 95.8 - - -

Chy et al. [50] 95 96.5 - -

analysis provided in this work it can be concluded that, for both the normal non-overlapping

and the sickle RBCs, ANN and SVM classifiers with adaptive thresholding and active contour

based technique is an efficient and effective approach for detection of SCA.





6
Sickle Cell Detection from Blood Images

of Anaemic Person using Hybrid

Segmentation Method and ELM Classifier

6.1 Introduction

Various machine learning techniques are used widely for diagnosis and detection of diseases

in medical field. Automatic and fast diagnosis of SCD has vital importance for its early
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detection and therefore reducing the severity of the disease. Extreme Learning Machine

(ELM) is a kind of feed-forward neural network which is used here for classification of

SCD from microscopic blood smear. For classification, feature sets are generated using

eight geometrical or shape features of normal as well as sickle cells of images considered in

the dataset. In this work, a hybrid technique comprising adaptive thresholding and active

contour-based method is used for segmenting and extracting features from cells. The hybrid

segmentation is experimented with four different adaptive thresholding methods along with

contour-based segmentation. A comparison of these four adaptive thresholding methods is

also carried out. The system gives 99.4% overall accuracy and computation time of 0.15

seconds using active contour-based method in combination with NICK’s thresholding which

makes it a fast, robust and effective SCA detection system.

Different machine learning methods are favourably used by many researchers for accurate

SCA detection. Among them widely used are: support vector machine (SVM), K-nearest

neighbour (KNN), artificial neural network (ANN), self organising map (SOM), Naïve Bayes

(NB), random forest (RF), convolution neural network (CNN) etc. This work proposes a

hybrid segmentation based normal and sickle cell RBCs detection approach using extreme

learning machine (ELM) classifier. The hybrid segmentation method applies active contour-

based segmentation and after that adaptive thresholding method. Here four different types

of adaptive (local) thresholding techniques are used one by one for segmentation of blood

images and compared the results. The extracted geometrical features of RBCs are used for

training, testing and validating the ELM classifier. The performance parameters of ELM

classifier show good result with fast computational time. This work is proposed with a motive

of presenting a robust, fast and automatic classification method for sickle cells anaemia from

microscopic blood smear using hybrid segmentation technique.



6.2 System Block Diagram 103

Fig. 6.1 System block diagram for normal RBC and sickle cell classification using ELM

6.2 System Block Diagram

The methodology of the proposed technique is illustrated in Fig. 6.1 in the form of a block

diagram. The microscopic blood images of the dataset are collected from online library. The

database contains ten microscopic images of sickle cell anaemic patient [89]. Both normal
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round shaped RBCs and abnormal crescent shaped RBCs are present in the images. First

step is to pre-process the images before applying other image processing task.

In this step, artefacts and illumination issue which have been added during image acquisi-

tion must be removed. Filtering, debluring, histogram equalization, contrast enhancement

etc. are some of the practises that exist for pre-processing of images. After reading the RGB

input image in the MATLAB environment, it is transformed to gray scale. Thereafter the

image can be filtered using a median filter to remove the impulsive noise present in the image

if necessary. Median filter is used here as this filter is useful for preservtion of edges while

removing noise.

6.2.1 Image segmentation using hybrid method

Segmentation is partitioning an image into its constituent parts which help to examine the

image with simpler one. It will split the image into smaller parts (of pixels) and assign labels

to each part. The parts with same labels are categorized into a group where they have same

properties. Here segmentation process is used to segregate normal and abnormal RBC cells

from the background. It is possible to extract features from region of interest after proper

segmentation. In this work also after proper segmentation using hybrid method, geometrical

or shape features are selected from segmented RBCs. For hybrid segmentation method, active

contour-based method and adaptive thresholding are combined and applied on the database.

Some morphological tasks are used after applying the hybrid segmentation method on

the raw image to get final form of segmented image. First task is to fill the internal holes

present in the cells. Then border of the image is cleaned and incomplete objects are removed.

Finally very small undesired objects are removed from the final image. After these tasks,

final segmented image is ready and features are extracted from them.



6.2 System Block Diagram 105

6.2.2 Feature extraction from segmented images

Eight geometrical or shape features are extracted here from RBC cells after hybrid segmen-

tation. The extracted features of five normal RBCs and five sickle RBCs are tabulated in

Table 6.1. Metric value is used to estimate roundness of cells. For round cells its value is

1 whereas value is in the range [0.7−0] for sickle cells. Aspect ratio is also used to form

the feature set which is the proportion of length of major axis to that of the minor axis. For

normal RBCs, aspect ratio is equal to 1 and for sickle cells the value is much greater than

1. Solidity is defined as the ratio of area of the cell to the area of a convex hull of the cell.

Eccentricity is the measure of object’s difference from a circular shape [103].

These 8 geometrical features are calculated for each of the segmented image in the

database. Using these 8 feature values, feature set is formed for ELM classifier. As four

different adaptive thresholding methods are applied here, four different feature set were

obtained for each of the image in the database.

6.2.3 Classification using ELM classifier

Extreme learning machine (ELM) is emerged as a new technique of machine learning which

is proposed by Huang et al. [104]. This feed forward neural network was proposed with

single-hidden layer in the paper. They compared classification performance of ELM with

other neural network on medical diabetic dataset and found many advantages of ELM over

conventional neural networks. ELMs are simple and exceptionally fast where input weights

are chosen arbitrarily and analytically determined the output weights. Several researches

applied this algorithm for detection of various diseases in medical field with promising results

[60, 61, 105]. In [60], authors have described a contour aware segmentation method for

WBCs, normal and abnormal RBCs and examined each segmented RBCs. They classified

each segmented cells using CNN based extreme machine learning classifier. A comparative
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analysis between SVM, KNN and ELM classifiers are carried out by authors in [61] to detect

sickle cells. They extracted geometrical and statistical features from segmented cells.
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Table 6.2 Performance of ELM classifier with hybrid segmentation using Bernsen threshold-
ing

Sl. No. Accuracy Sensitivity Specificity Precision

Image1 98.21 98 98 97.62

Image2 99.48 98.48 100 100

Image3 100 99.28 100 98.87

Image4 97.80 97 98.43 97.31

Image5 98 98.20 97.17 98.37

Image6 98.29 97.38 98 98.30

Image7 96.42 97.78 96.48 97.41

Image8 98.48 98 97.80 98

Image9 97.28 98.10 98.38 97.10

Image10 98 98 98 97.42

6.3 Results and Discussion

The microscopic blood smear images of the SCA patient are pre-processed and then hybrid

segmentation method is applied to extract the features. Here active contour method is

combined with four adaptive thresholding techniques. Table 6.1 shows the range of extracted

features for normal and sickle cells of an image considered in the database. The feature

vectors generated from the segmented images of the database are employed to train and test

the ELM classifier. Whole of the extracted feature sets are divided into 30% and 70% for

testing and training purpose respectively. The performance of the ELM classifier is analyzed

by evaluating accuracy, sensitivity, specificity and precision of the classifier.

Table 6.2 - Table 6.5 present the performance parameters of ELM classifiers combining

active contour-base method with Bernsen, Sauvola, Niblacks and NICK thresholding segmen-

tation method respectively. Table 6.6 demonstrates the overall performance of ELM classifier

with hybrid method of segmentation used in the work combining active contour method and
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Table 6.3 Performance of ELM classifier with hybrid segmentation using Sauvola threshold-
ing

Sl. No. Accuracy Sensitivity Specificity Precision

Image1 98.92 97.83 100 100

Image2 99.24 98.31 98.54 98.28

Image3 97.94 98 97.24 97.85

Image4 98.52 97.8 98 97.84

Image5 99.24 99.37 99.25 98.72

Image6 99.47 98.14 97.68 99.82

Image7 98 97.28 97.10 98

Image8 99.20 98.82 98.62 97.93

Image9 98.42 98.36 97.79 98.18

Image10 98.8 97.63 98.21 98.62

four different adaptive thresholding techniques for the database. The results show significant

performance and better computational time of ELM classifier with hybrid segmentation. The

overall performance of ELM classifier is graphically presented in Figure 6.2. Amongst all

others, the combination of NICK adaptive thresholding and the ELM classifier gives highest

accuracy of 99.4% with lowest computation time of 0.15 second.

The work focuses on an automatic and robust detection process of disorder that is useful

for sickle cell anaemic patient. The technique proposed in the work involves hybrid means

of segmentation process and ELM classifier for identification of normal and unhealthy or

sickle cell RBCs. The hybrid way of segmentation is implemented by means of active

contour-based method and four different adaptive thresholding techniques. This proposed

methodology yields an efficient sickle cell detection approach for non-overlapping RBCs from

microscopic images. Amongst the experimented combinations of the hybrid methodologies,

the combination of NICK adaptive thresholding and the ELM classifier offers maximum
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Table 6.4 Performance of ELM classifier with hybrid segmentation using Niblack thresholding

Sl. No. Accuracy Sensitivity Specificity Precision

Image1 98.38 97.83 97.2 98.21

Image2 99.68 98.38 98.6 97.73

Image3 100 99.28 100 100

Image4 98.47 98 98.03 98.49

Image5 98.19 97.83 98.15 97.83

Image6 99.42 99.72 97.13 97.63

Image7 100 98.19 97.36 98.47

Image8 98.31 99.81 98 97.41

Image9 99.52 97.37 98.23 97.73

Image10 97.8 98.29 97.37 97.28

accuracy of 99.4% with lowest computation time of 0.15 second which makes it a fast, robust

and effective SCA detection system.
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Table 6.5 Performance of ELM classifier with hybrid segmentation using NICK thresholding

Sl. No. Accuracy Sensitivity Specificity Precision

Image1 99.38 100 99.63 98.83

Image2 100 99.64 98.73 99.73

Image3 98.37 98.74 97.84 98.76

Image4 100 98.37 100 100

Image5 99.84 100 99.28 100

Image6 99.58 98.13 99.83 97.40

Image7 98.84 98 98.94 99.29

Image8 100 99.17 100 98.94

Image9 98.52 97.84 99.27 99.84

Image10 99.27 98.63 98.73 97.85

Table 6.6 Overall performance of ELM classifier using hybrid segmentation

Thresholding method Accuracy Sensitivity Specificity Precision

Bernsen thresholding 98.20 98 98.20 98

Sauvola thresholding 98.80 98.20 98.20 98.60

Niblack thresholding 99 98.50 98 98.10

NICK thresholding 99.40 98.80 99.20 99.10

Table 6.7 Computation time of ELM classifier with different thresholding method

Segmentation method Computation time (sec.)

Bernsen thresholding and active contour-based method 0.49

Sauvola thresholding and active contour-based method 0.38

Niblack thresholding and active contour-based method 0.36

NICK thresholding and active contour-based method 0.15
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Fig. 6.2 Overall performance of ELM classifier



7
Conclusion

7.1 Conclusion

The proposed work focuses on automatic sickle cell detection from microscopic blood

images of anaemic person using digital image processing techniques. The use of different

image processing techniques replace the time consuming manual counting and detection of

abnormal cells by the laboratory technician which give erroneous results upto some extent.

The digital image processing methods give accurate results with faster computational time.

In this dissertation, we have presented applications of different supervised machine learning
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techniques for efficient classification of SCA. These supervised learning algorithms with

hybrid segmentation techniques prove to be very effective for classification of SCA.

The summary of our proposed work is illustrated as follows.

• This work mainly proposed application of different adaptive thresholding techniques

for SCA detection. The adaptive thresholding methods Bernsen, Sauvola, Niblack and

NICK are implemented on image dataset. These adaptive thresholding methods are

clubbed with fuzzy C-means clustering and active contour-based technique separately

in order to form two varieties of hybrid segmentation methodologies for effective

segmentation. After extracting the geometrical features of cells from segmented

images, supervised machine learning methods are used for classification of normal and

abnormal RBCs.

• Two supervised learning methods, Naïve Bayes and K-nearest neighbor classifier are

implemented with first variety of hybrid segmentation methodology comprising adap-

tive thresholding and fuzzy C-means clustering. This implementation yields a highest

accuracy of 98.87% in case of K-nearest neighbor classifier with hybrid combination

of segmentation method fuzzy C-means and NICK’s adaptive thresholding.

• For improving performance of the system further, second variety of hybrid segmenta-

tion methodology comprising adaptive thresholding and active contour-based method

implemented with two other supervised learning methods ANN and SVM classifiers.

This approach achieves a maximum of 99.2% accuracy in case of SVM classifier with

NICK’s adaptive thresholding and active contour-based hybrid segmentation method.

The performance of ANN classifier is studied for seven different training algorithms by

varying the numbers of hidden layer neurons. Out of these seven algorithms, resilient

back-propagation algorithm with 10 numbers of hidden neurons gave better perfor-

mance in ANN with 99% accuracy rate. A comparative analysis is also carried out for

ANN and SVM classifier with Otsu’s global thresholding method and active contour
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method. The performance of ANN and SVM classifiers with adaptive thresholding

method is found better than that of global thresholding method.

• The highest accuracy rate of 99.4% is achieved for SCA detection when the network is

trained and tested with ELM classifier and hybrid segmentation method comprising

NICK’s thresholding and active contour is considered.

• A comparison of performance analysis of various methods for SCA detection from

microscopic blood images considered in this work is presented in the Table 7.1.
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7.2 Future scope

The future directions of the work can be outlined as:

• In pre-processing step, more effective algorithm can be considered for enhancement of

images which will enable to produce quality images for further processing.

• In feature extraction step, we have considered geometric or shape parameters of cells

to form the feature vector for classifiers. Other types of features can also be considered

and experimented with the proposed classification system.

• The application of deep neural network is very much popular in medical image process-

ing field now-a-days. It can be considered for disease detection for large size of dataset.

But the numbers of microscopic blood images of sickle cells which are collected from

sickle cell anaemic person in online image library is very limited.

• The accuracy of the SCA classifier can be further improved by applying algorithm for

proper segmentation of overlapping RBCs present in the microscopic blood images.

• The system proposed in this work is based on detection and classification of abnormal

shaped red blood cells from microscopic blood images. This system further can also

be implemented for detection of other types of red blood disorder like hemoglobin C

disease, hemoglobin S-C disease, various types of thalassemia, spherocytosis etc.
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